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ABSTRACT
Information filtering has been a research issue for years.
In an information filtering scenario users information needs
are expressed by user subscriptions, and users are notified
about published documents or events that match these in-
terests. The combination of the publish/subscribe scenario
with the peer-to-peer (P2P) approach of autonomous peers
makes high demands on the scalability and the efficiency of
such a given highly distributed network. However, in many
cases a subscriber is not interested in all the events that
match his profile, but rather in a small representative set.
In this paper, we present our approach of an approximate
publish/subscribe system, that relaxes the assumption for
receiving notifications from every information producer in
the network. Our work builds upon distributed hash table
technology to create and maintain a distributed global di-
rectory that contains information about peers’ publishing
behavior and combines the current peer state and the pre-
diction of the future publishing behavior of a peer to store
a subscription only to the most promising peers in the net-
work. Our experimental evaluation shows that approximate
information filtering results satisfying recall level and is able
to accommodate changes in peer publishing behaviour.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval - information filtering ; C.2.4 [Compu-
ter-Communication Networks]: Distributed Systems -
distributed applications
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1. INTRODUCTION
Much information of interest to humans is available to-

day on the Web, making it extremely difficult to stay in-
formed without sifting through enormous amounts of infor-
mation. In such a dynamic setting information filtering,
also referred to as publish/subscribe or continuous query-
ing, is equally important to one-time querying, since users
are able to subscribe to information sources and be notified
when documents of interest are published. The deployment
of new tools such as Google Alert or the QSR system [22]
underlines this observation. Additionally, the growing pop-
ularity of P2P networks and also advances in P2P research
allow the handling of huge amounts of data in a distributed
and self-organised way. The characteristics of P2P networks
allow them to capture Web dynamics and potentially offer
benefits in terms of scalability, efficiency and fault-tolerance.

The research problem of information filtering has lately
received considerable attention from various communities in-
cluding researchers from information retrieval (IR), databases,
distributed computing, digital libraries, and agent systems
[6, 18, 19]. However, most of the approaches taken so far
have the underlying hypothesis that the subscriber is in-
terested in receiving the events or documents from all the
information producers in the network. Our work described
here, puts forward Minerva Approximate Publish/Subscribe
(MAPS), a novel architecture to support approximate infor-
mation filtering functionality in a P2P context. The ap-
proximate approach is based on the system architecture of
Minerva, a P2P search engine of autonomous peers [2]. In
MAPS, a user subscribes with a continuous query and mon-
itors some (namely the most interesting) sources on the net-
work. The user query is replicated to these sources and
only published documents from these sources are forwarded



to him. The system is responsible for managing the user
query, discover new potential sources and move queries to
better ones. This approach resembles centralised approaches
currently taken for filtering news items, based on a profile
of user preferences [8]. In these approaches, however, the
emphasis is on duplicate elimination whereas in our case it
is on information quality, scalability, and efficiency.

1.1 Contribution
To achieve approximate information filtering we intro-

duce a network-agnostic architecture, and new peer selection
techniques suitable for an information filtering scenario. To
this end, we treat per-peer IR-style statistics as time se-
ries, and show how to use time series analysis in general
and double exponential smoothing in particular to predict
peer behavior. Then, we show how to use this prediction
in combination with standard database selection to improve
peer selection in an information filtering scenario. Our ex-
periments emphasise the potential of the approximate pub-
lish/subscribe approach such that we get a high information
quality in an efficient and scalable way. The main contri-
bution of our work is the approximate information filtering,
and, in addition, the use of time series analysis to improve
peer selection.

1.2 Outline
The rest of the paper is structured as follows: Section

2 discusses related work from structured P2P overlay net-
works, collection selection in distributed IR, and P2P pub-
lish/subscribe systems. The MAPS system architecture in-
cluding all the extensions used for continuous querying is
explained in Section 3 together with the time series analy-
sis to predict the future peer behavior. The experimental
evaluation of our approach on two datasets is presented in
Section 4. Finally, Section 5 concludes the paper.

2. RELATED WORK
Recent research on P2P systems has proposed various

forms of distributed hash tables (DHTs) like Chord [17],
CAN [13], or Pastry [14]. DHTs support mappings from
keys (e.g., titles or authors) to locations in a decentralized
manner such that routing scales well with n, the number of
peers in the system. Typically, an exact match key lookup
can be routed to the proper peer(s) in at most O(log n)
hops, and no peer needs to maintain more than O(log n)
routing information. These architectures have a high fail-
ure resilience and can deal with the high dynamics of a P2P
system such as peers joining or leaving at a high rate and
in an unpredictable manner. However, the approaches are
limited to exact-match, single keyword queries on keys.

In the research area of collection or database selection in
distributed IR, many approaches have been proposed includ-
ing the decision-theoretic framework by Fuhr et al. [10], the
GlOSS method [11], and approaches based on statistical lan-
guage models [16, 21]. Callan [5] gives an overview of algo-
rithms for distributed IR style result merging and database
content discovery. In the P2P scenario of autonomous peers
with possibly overlapping datasets, collection selection has
to be extended to an enhanced peer selection approach con-
sidering the novelty as described in [2].

The P2P publish/subscribe system Scribe [15] only sup-
ports subject-based subscriptions whereas pFilter [18] is a
global-scale, decentralized information filtering and dissem-

ination system for unstructured documents. [20] describes
local filtering algorithms using a model based on named at-
tributes. The problem of offering publish/subscribe func-
tionality on top of structured overlay networks using data
models and languages from information retrieval is studied
in [19]. Dittrich et al [9] present Context-aware Informa-
tion Filters (CIF) using two input streams with messages
and context updates. [1] shows a solution for efficiently sup-
porting queries over string-attributes involving prefix, suf-
fix, containment, and equality operators on top of a DHT.
The main difference of all these approaches to our work is
that our system architecture follows an approximate strat-
egy whereas we are only interested in the best published
documents for a subscription. By sending the continuous
query only to the most promising peers, our system is scal-
able and more efficient providing good notifications.

3. MAPS SYSTEM ARCHITECTURE
In this section, we present the main system architecture of

MAPS (shown in Figure 1) based on the P2P search engine
Minerva [2]. Each peer that participates in MAPS imple-
ments three types of services: a publication, a subscription,
and a directory service.

A peer implementing the publication service has a (the-
matically focused) web crawler and acts as an information
producer. The publication service is used to expose content
crawled by the peer’s crawler and also content published by
the user to the rest of the network. Using the subscription
Service users post continuous queries to the network and this
service is also responsible for selecting the appropriate peers
that will index the user query. Finally, the directory service
is used to enable the peer to participate in the P2P network,
and is also responsible for acquiring the IR statistics needed
by the subscription service to perform the ranking.

3.1 Resource Publication
Publications in a peer p occur when new documents are

crawled from p’s crawler or when p’s user decides to make
one of the documents residing on his computer available to
the rest of the network. Each publication of p is matched
against its local query index using appropriate local filtering
algorithms such as [20], and triggers notifications to sub-
scribers. Notice that only peers with their continuous query
indexed in p will be notified about the new publication, since
the document is not distributed to any other peer in the
network. This makes the placement of a peer’s continu-
ous query a crucial decision, since only the peers storing the
query can be monitored for new publications, and the publi-

publication service subscription service

MAPS peer

directory service

P2P network

webweb
digital libraryuser’s PC  

Figure 1: MAPS architecture with publication, sub-
scription, and directory service.



cation and notification process does not need any additional
communication costs.

3.2 Forwarding of Continuous Queries
When a peer p receives a continuous query q from the

user, p has to determine which peers in the network are
promising candidates to satisfy the continuous query with
similar documents published in the future. To do so, p issues
a request to the directory service for each term contained
in q, to receive per-peer statistics about each one of the
terms. Statistics from the retrieved lists are gathered and a
peer score is computed based on a combination of database
selection and peer behavior prediction formulas as shown by
the equation below.

score(p, q) = (1 − α) · sel(p, q) + α · pred(p, q)

The tunable parameter α affects the balance between au-
thorities (peers with high sel(p, q) score) and promising peers
(peers with high pred(p, q) score) in the final ranking. Fi-
nally, based on the total score calculated for each peer a
ranking of peers is determined, and q is forwarded to the
first k peers in the list, where k is a user specified parame-
ter. The continuous query is then stored in these peers, and
a notification is sent to the user every time one of the peers
publishes a document that matches the query.

A continuous query needs to get updated after a specific
time period. For this reason, a query contains a time-to-live
(ttl) value such that the peer holding the query can remove
it after the ttl is expired. The peer initiating the continuous
query process requests new statistics from the directory and
reselects the updated most promising peers for q.

3.2.1 Database Selection
The function sel(p, q) returns a score for a peer p and a

query q, and is calculated using standard database selec-
tion algorithms from the IR literature (such as simple tf-idf,
CORI etc.). Using sel(p, q) we can identify authorities spe-
cialised in a topic, but as we show later this is not enough
in a filtering setting. In our experimental evaluation we
use a simple but efficient approach based on the peer doc-
ument frequency (df) as the number of documents in the
peer collection containing a term, and the maximum peer
term frequency (tfmax) as the maximum number of term
occurrences in the documents of the peer. The values for all
query terms t are summarizes as follows:

sel(p, q) =
∑

t∈q β · log (dfp,t) + (1 − β) · log
(
tfmax

p,t

)
The value of the parameter β can be chosen between 0 and
1 and is used to emphasize the importance of df vs. tfmax.
Experiments with database selection have shown that 0.5
represents a satisfying value for β. [4] and [12] give an
overview of other approaches to select peers with different
database selection strategies.

3.2.2 Peer Behavior Prediction
Function pred(p, q) returns a score for a peer p and a query

q that represents how likely peer p is to publish documents
containing terms found in q in the future. This prediction
mechanism is based on statistical analysis of appropriate IR
metrics such as the document frequency of a term. These
statistics are made available through appropriate requests
form the directory service, and are treated as time series
data. Then an appropriate smoothing technique is used to

model peer behavior and predict future publications. In our
prototype implementation, we use the evolution of the peer
document frequency (df) to predict a number of documents
in the next period containing a certain term, referred as

d̂f
∗1, and we use the progression of the collection size (cs)

to predict the publishing rate, referred as ĉs∗. The values
for all terms of the multi-term query are again summarized:

pred(p, q) =
∑

t∈q log
(
d̂f
∗
p,t + log

(
ĉs∗p + 1

)
+ 1

)
The publishing of relevant documents is more accented than
the dampened publishing rate. If a peer publishes no docu-
ments at all, or, to be exact, the prediction of ĉs∗ is 0 (and

the prediction of d̂f
∗

is 0), then the pred(p, q) value should
also be 0.

3.3 Why Peer Behavior Prediction?
A key component of the peer selection procedure is the

prediction mechanism introduced here. Prediction is com-
plementary to database selection and the following example
demonstrates its necessity in a filtering setting:

Assume that peer p1 is specialised in soccer, and thus it
has become an authority in articles about soccer, although it
is not publishing new documents any more. Contrary, peer
p2 is a peer that is not specialised in soccer but currently
its crawler is crawling pages in a big soccer portal. Now
imagine a user subscribing for documents with the contin-
uous query soccer world cup 2010 to be held in four years
in South Africa. A ranking function based only on database
selection algorithms would always choose peer p1 to index
the user query. To get a high ranking score, and thus get
selected for indexing the user profile, peer p2 would have
to specialise in soccer, a long procedure that is inapplicable
in a filtering setting which is by definition dynamic. The
fact that database selection alone is not sufficient is even
more evident when news items are published. News items
have a short shelf-life, making them the worst candidate for
slow-paced database selection algorithms. The above shows
the need to include better reactions in slow-paced selection
algorithms, to cope with dynamics.

3.4 Time Series Analysis
The main idea behind predicting peer behavior is to view

the IR statistics as time series data and use statistical anal-
ysis tools to model peer behavior. Time series analysis ac-
counts for the fact that the data points taken over time have
some sort of internal structure (e.g., trend, periodicity etc.),
and uses this observation to analyse older values and predict
future ones. In our context this hypothesis is valid; a peer
currently crawling a soccer portal, is publishing many docu-
ments about soccer. It is likely that this crawler in the near
future will also be publishing documents about soccer. [7]
gives a good overview about time series analysis and shows
the advantages of different approaches.

Smoothing techniques are generally divided into two cate-
gories: averaging methods and exponential smoothing meth-
ods. Averaging methods include the calculation of the mean
of past values, as well as more sophisticated techniques as
moving average and double moving average. The major
drawbacks of these techniques are the assignment of equal
weights to all of the past values, and their inability to reveal

1The ∗ denotes that this is a predicted value, and theˆde-
notes that it is a difference between two values.



trend in a series of observations. In our setting recent values
are of greater importance than older values, since peer ac-
tivity in the near past can provide a better reflection of peer
behavior compared to the far past. In contrast to averaging
methods exponential smoothing techniques assign exponen-
tially decreasing weight to the values, as the observation
gets older. This way, recent observations become more im-
portant in predicting than older ones. Single, double and
triple exponential smoothing use one or more smoothing pa-
rameters to determine weights assigned to the observation
values. Single exponential smoothing is usually utilised for
non-seasonal data showing no trend. Double exponential
smoothing utilises an extra parameter that takes trend into
account, whereas triple exponential smoothing is a gener-
alised method to include seasonality into the predicting. In
our setting a peer’s publishing behavior shows a trend for
its future activity, but this is not the case for seasonality.
Although seasonality is also existent in user profiles (e.g.,
consider the frequency of the word gift in queries, and how
it is increased around Christmas), no seasonality can be ob-
served in the small time intervals we take into account. We
have chosen double exponential smoothing as the most ap-
propriate method to model a peer’s behavior and to predict
publication activity in the future. This approach is incor-
porated in the prediction formula already mentioned and

predicts the two relevant values d̂f
∗

and ĉs∗.
Next, we will now shortly explain the double exponential

smoothing approach. We assume an infinite series of values
x1, x2, x3, .., and x∗n denotes the predicted value for xn after
having seen the first n− 1 values of the series. This predict
is computed by the following formula containing two parts:

x∗n = Ln + Tn

The Ln describes the current level that the series has reached
and is initiated by L1 = x1. The Tn considers the trend of
the series and has the starting values T0 = 0 and T1 =
x2 − x1. The values for the level and the trend are com-
puted by the following two equations, where β and γ are
parameters (in our experiments we used η = γ = 0.5):

Ln = η · xn + (1 − η) · (Ln−1 + Tn−1)
Tn = γ · (Ln − Ln−1) + (1 − γ) · Tn−1

3.5 IR Statistics Maintenance
As shown before, accurate per-peer statistics are neces-

sary for the peer ranking and selection process. We follow
the approach of [2] to maintain the IR statistics. A con-
ceptually global but physically distributed directory, which
is layered on top of a Chord-style distributed hash table
(DHT), manages aggregated information about each peers
local knowledge in compact form. This way, we use the
Chord DHT to partition the term space, such that every
peer is responsible for the statistics of a randomized subset
of terms within the directory. To maintain the IR statis-
tics up to date, each peer distributes per-term summaries
(posts) of its local index along with its contact information
to the global directory. The DHT determines a peer cur-
rently responsible for this term and this peer maintains a
PeerList of all posts for this term.

Notice that our architecture is network-agnostic. The di-
rectory service implemented by the peers does not have to
use Chord, or any other DHT to provide this information;
our architecture allows for the usage of any type of P2P net-
work (structured or unstructured), given that the necessary

information (i.e., the per-peer IR statistics) is made avail-
able to the rest of the services. Thus, unstructured networks
with gossip-based protocols, hierarchical networks where the
super-peers collect this type of information as well as any
structured overlay can implement the directory service.

4. EXPERIMENTAL EVALUATION
For the experimental evaluation of our approximate infor-

mation filtering approach, we used two different data col-
lections: Amazon data collection containing extracted cus-
tomer reviews from Amazon.com reviewing system, and a
crawled Web data collection as a result of a focused crawl
containing web documents from different categories. Both
experimental series make the following assumption: a query-
ing peer issues a set of continuous queries to the network and
waits for notifications. The number of peers, a continuous
query is sent to, is our parameter to determine the system
efficiency. All peers in the system publish documents (order
and rate depends on the experimental series) and the query-
ing peer updates the subscription periodically. In our exper-
imental setting our retrieval measurement is recall, which is
defined as the ratio of received notifications over the num-
ber of relevant published documents. Remember that peers
publishing a relevant document for a continuous query only
send a notification to the querying peer when the initiating
peer has registered the query at the publishing peer. A doc-
ument is relevant for a continuous query if and only if all
query terms are contained in the document.

4.1 Amazon Data Collection
The Amazon data collection contains 266,552 reviews of

data items from the Amazon.com rating system. We used
the original categories but grouped them into 30 main cat-
egories representing 30 peers. The smallest category con-
tained about 1,000 reviews and the largest one about 50,000.
The reviews have a chronological order we used to publish
the documents. Each review is assigned to 1.65 categories
on average such that if a review is published, on average 1.65
peers publish the review at the same time. We used 250 dif-
ferent queries containing a set of keywords from 2 to 5. The
keywords were extracted from the reviews by selecting the
most representative keywords of each category. Examples
for queries are culture war, civil rights movement american,
or mechanics physics. On average, each review contains 56
keywords, and overall, there are 180,024 different terms in
the data collection included.

We started the subscription and publication process from
when a starting point of about 20,000 published documents..
This way, the peer selection of the most promising peers
can already use existing statistics in the global directory.
After the first subscription of all 250 continuous queries,
the publishing process starts, and after publishing a certain
number of reviews, the subscriptions are refreshed. In this
experiment, the influence of predicting the peer behavior
is marginal because the publishing rate and the thematic
directions of the peer are almost constant. Nevertheless,
the experiment shows that approximate information filtering
provides a good recall value by only selecting a few peers.

Figure 2 shows the results for the case of 20 rounds with
1,000 documents per round published2. To reach a recall

2We investigated different scenarios with varying the num-
ber of rounds and the number of published peers per round,
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Figure 2: Avg. recall: Amazon Dataset

level of 0.8 we need about 4 to 5 peers to send the continuous
query to. The gain of sending the query to more than 8-10
peers is very small, and sending the queries to more than 20
peers results in getting notifications to almost all relevant
documents.

4.2 Crawled Web Data Collection
This data collection contains 253,875 documents from a

focused web crawl. All documents are categorised to one of
10 categories, e.g. Travel, Finance, or Sports. The small-
est category has about 18,000 documents, the largest about
35,000 documents. There are more than 700,000 different
terms included in all the documents. The documents have
no real order such that we use the documents from different
categories to simulate certain peer behaviors, e.g. one peer
publishes only documents from category Sports, and another
peer only documents from Nature.

We used four different publishing scenarios to investigate
the influence of the prediction part. In all cases, we started
20 peers (two peers per category) containing 1,000 random
documents from one category each. We extracted 40 two-
term queries out of the documents where the query terms
are strong representatives of the categories that means that
we used terms that appear very frequent in documents of
one category and infrequent in documents of the other cat-
egories. Example queries are biology institute, pga golf, or
opera concert.

All four scenarios used the formula score(p, q) as described
before, but in one case, we ignored the prediction part by
setting α = 1.0. the other case stressed the influence of the
peer behavior prediction by using a value of α = 0.5.

4.2.1 Constant Publishing
This publishing scenario assumes a constant publishing

behavior. Each peer publishes only random documents from
the same category as the documents from its starting set.
So, every peer publishes 100 documents per round, and at
the end of the round the subscriptions are updated. Figure
3 shows the results after 10 rounds. The usage of predicting
the peer behavior has almost no effect. This way, the recall
values for both cases (with and without peer prediction) are
identical. This is caused by the fact that the prediction
values correspond to the database selection values because
of the constant publishing behavior.

4.2.2 Half of the Peers Publishing
The second simulation assumes that only half of the peers

but the results are similar.
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Figure 3: Avg. recall: Constant Publishing
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Figure 4: Avg. recall: Half of the Peers Publishing

publish any documents at all. So, one peer per category
publishes over 10 rounds 100 documents per round. Figure
4 shows that in this scenario, predicting peer behavior im-
proves the recall such that in contrast to the simple database
selection approach, we need less peers to reach a satisfying
notification level.

4.2.3 Category Changes
In contrast to the first simulation, the peers do not publish

documents from their starting set category, but they select
another category at random and publish in 10 rounds 100
documents per round out of this category. This simulation
stresses that the approach with considering the time series
of statistics can respond to category changes and learn that
a peer now publishes documents from another category as
before. Figure 5 shows the intuition that peer selection ben-
efits from peer behavior prediction. The recall values are
lower than in the experiments before because the peer selec-
tion needs some time to learn the category changes, but the
improvements with peer behavior prediction are remarkable.

4.2.4 Different Publishing Rates
The last scenario simulates different publishing rates. De-

spite having same sized starting sets, the peers publish docu-
ments - from the appropriate category - with different rates.
The rate is computed as 100 divided by the peer number
such that the first peer publishes 100 documents, the sec-
ond peer 50 documents, and the last peer releases only 5
documents per round. The results with and without peer
behavior prediction after 10 rounds are shown in Figure 6.
The gain corresponds to the second scenario where we have
improvements when selecting only a few peers, but the re-
sults do not reach the improvements of the third simulation.

4.3 Result Discussion
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Figure 5: Avg. recall: Category Changes

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

0,9

1,0

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
number of peers

re
ca

ll

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

0,9

1,0

With Peer Behavior Prediction

Database Selection Only

Figure 6: Avg. recall: Different Publishing Rates

The experiments point out that approximate information
filtering leads to a satisfying recall level by asking only a
few peers in the system. If peer behavior change is not
significant considering the predicted peer behavior can not
further improve the peer selection; but if the peer behavior
changes significantly, the results of the time series analysis
improve the recall of notifications clearly.

5. CONCLUSIONS AND FUTURE WORK
We have presented a novel approach to approximate in-

formation filtering using time series analysis to predict peer
behavior. Our efforts concentrate on reducing network traf-
fic, while not sacrificing filtering quality. Using a global
directory on top of a distributed P2P overlay network, peer
statistics allow the combination of collection selection and
peer behavior prediction. This way, a peer subscribing a
continuous query selects the most promising peers for this
query, and whenever such a promising peer publishes an
appropriate document, the subscribing peer gets a notifica-
tion. Our experiments have shown that approximate infor-
mation filtering provides satisfactory results, and the neces-
sity to incorporate the predicted peer behavior into the peer
selection process. Especially the simulation with thematic
changes showed great improvements in contrast to the sim-
ple database selection approach.

In future work we plan to explore different prediction ap-
proaches and to highlight their behaviour in different peer
publication scenarios. We also plan to work on automatic
adaptation of prediction parameters in order to further im-
prove the peer selection process. Another direction of ongo-
ing work will consider extensions already proved in the web
search scenario, including overlap-awareness [2] and correlation-
awareness of terms [3].
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