A Novel AI Framework for PM Pollution Prediction Applied to a Greek Port City
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Abstract: Particulate matter (PM) pollution is a major global concern due to its negative impact on human health. To effectively address this issue, it is crucial to have a reliable and efficient forecasting system. In this study, we propose a framework for predicting particulate matter concentrations by utilizing publicly available data from low-cost sensors and deep learning. We model the temporal variability through a novel Long Short-Term Memory Neural Network that offers a level of interpretability. The spatial dependence of particulate matter pollution in urban areas is modeled by incorporating characteristics of the urban agglomeration, namely, mean population density and mean floor area ratio. Our approach is general and scalable, as it can be applied to any type of sensor. Moreover, our framework allows for portable sensors, either mounted on vehicles or used by people. We demonstrate its effectiveness through a case study in Greece, where dense urban environments combined with low cost sensor networks is a peculiarity. Specifically, we consider Patras, a Greek port city, where the net PM pollution comes from a variety of sources, including traffic, port activity and domestic heating. Our model achieves a forecasting accuracy comparable to the resolution of the sensors and provides meaningful insights into the results.
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1. Introduction

Particulate matter (PM) pollution poses a substantial global health threat, as emphasized by the World Health Organization [1]. This type of pollution adversely impacts the functionality of both cardiovascular and respiratory systems. Among the most detrimental to human health [2] are PM$_{1.0}$, PM$_{2.5}$ and PM$_{10}$ particles, with aerodynamic diameters less than 1 $\mu$m, 2.5 $\mu$m and 10 $\mu$m, respectively [3]. Notably, PM pollution has been correlated with COVID-19 infection dynamics [4–6], while the aforementioned types of PM are also associated with a heightened risk of cancer [7,8].

The most abundant natural PM particles are sea salt originating from the Earth’s oceans, mineral dust originating from arid and semi-arid areas and volcanic and biogenic emissions [9]. Anthropogenic particles are produced from industrial complexes (e.g., petrochemical plants, coal-powered power stations), transportation (vehicle/shipping emissions), residential heating [10], biomass burning [11] and more. These particles may be transported long distances from their source (>1000 km) by mesoscale and synoptic circulations, depending on their aerodynamic properties and chemical reactivity [12]. The turbulent condition of the Planetary Boundary Layer (PBL) plays a significant role in determining PM concentrations within the lower layers of the troposphere as well [13]. PM particles influence the energy budget of the atmosphere by scattering and absorbing solar radiation and by absorbing and (re)emitting infrared radiation. Some of these particles...
interact with water vapor and other hydrometeors in clouds, thus influencing cloud dynamics and precipitation characteristics such as the total amount produced and the maximum rates [12].

A specific case of the general picture which is of particular interest is the distribution of PM concentrations in dense urban environments. In these environments, as scale-dependent phenomena emerge (e.g., street canyons effects) along with high aerodynamic roughness of the built area, the complexity of the flow increases greatly, thus affecting PM dispersion. Circulations can also be induced by localized steep temperature gradients [14]. As human-induced emissions show a significant spatiotemporal variation and are heavily influenced by meteorological conditions such as wind speed and relative humidity, which are also extremely time-dependent, modeling and forecasting PM pollution in urban environments presents a substantial challenge.

There are two main approaches to forecasting PM pollution, namely, transport models (for example CALPUFF [15], ADMS-5 [16,17], CAMx [18]) and Computational Fluid Dynamics (CFD) [19–21] approaches. In general, transport models allow for somewhat coarse modeling of large spatial scales, from 100m (ADMS-5) to a whole hemisphere (CAMx), while CFD models allow for very detailed modeling, though focused on small scales. It is shown in [15] that dispersion models (e.g., [22]) are less accurate within the complex agglomeration of a city; thus, a prominent approach would be to employ a CFD framework in such environments. However, this task could be very costly in terms of computational resources and, for some applications, practically impossible. For instance, [15] studied an area of about 1.2 km², which is much smaller than the area of a medium-sized city, which could be of the order of 10 km². Moreover, an ever-present difficulty in both the aforementioned approaches is the need for detailed modeling of the pollution sources to be used as input to the simulation [23]. Another difficulty is that the resulting modeling framework cannot be generalized easily, as each city has its own time-dependent emissions budget. A way to overcome the above difficulties is to use a purely model-agnostic approach, i.e., Artificial Intelligence (AI) and, specifically, Artificial Neural Networks (ANNs).

Applications of AI towards predicting PM concentrations can be found in the literature, with the first work of this kind published almost two decades ago [24]. Over last few years, the community has been actively exploring Deep Learning approaches to PM prediction, with very good results [25–42]. Despite the accurate predictions of ANNs, and the fact that they often outperform classical machine learning algorithms, they receive criticism for being “black boxes” [43]. In order to maintain the high predictability while also ensuring meaningful insight into the results, there are approaches offering a level of interpretability on the final prediction outcome. A recent work [44] constructs a novel kind of Long Short-Term Memory (LSTM) ANN network that allows for both high-quality predictions and interpretations of the final result.

In parallel, the availability of low-cost sensors in the market drives both citizen science initiatives and public authorities [45] towards the creation of low-cost sensor networks for air quality monitoring. Moreover, there are also citizen science initiatives that do not rely on commercial sensors, e.g., [46] allowing for enhanced accessibility to ambient air quality assessments. In addition, low-cost sensors are designed to function autonomously, enabling non-expert users to engage in air pollution monitoring without requiring specialized technical knowledge regarding data acquisition, processing and transmission. Indeed, such networks have been operating in many cities around the globe (e.g., [47]) for the last few years, resulting in accumulated open datasets.

In the current work, we leverage the novel LSTM networks introduced by [44] to enhance the interpretability of our PM concentration predictions. Our research endeavors are aimed towards a cost-efficient prediction framework. A fundamental aspect of our approach involves the integration of openly available data from low-cost sensors, as, for example, in [48,49]. Furthermore, we delineate a set of novel features capable of accurately quantifying the spatial dependencies inherent in urban PM pollution which arise from both urban structures and local PM emissions.
The structure of this paper is organized as follows: Section 2 elucidates the methodology and datasets employed in our analysis; Section 3 presents and deliberates upon our findings; lastly, Section 4 encapsulates our conclusions.

2. Data and Methodology

The framework developed for our analysis, outlined in this section, is capable of accommodating any type of observable PM or gas pollutant. It is also sensor-agnostic, in the sense that it is applicable to any sensor type, provided that sensor-specific calibration procedures are integrated into data pre-processing. Furthermore, one may use as additional features specific properties of a PM sensor’s sub-net, such as its resolution. Our approach allows for easy sensor addition or removal and can incorporate portable sensor, for instance, using drones [50] or city buses [51]. These characteristics underline the framework’s flexibility as public sensors can be seamlessly integrated, in alignment with the principles of citizen science. While our methodology is applicable to any urban area, accounting for its unique characteristics, we have chosen the greater area of Patras as a case study to demonstrate the implementation and effectiveness of our framework in a real-world complex urban setting.

2.1. Area of Study

The greater Patras area (city center and suburbs) is located in the northwestern Peloponnese (38°14′ N, 21°4′ E), approximately 220 km west of Athens. This region is characterized by a hot-summer Mediterranean climate (Csa, Köppen–Geiger climate classification), with daily average temperatures ranging from 6.1 °C in January to 25.3 °C in August. The wettest month is November, with an average accumulated precipitation of 118", while July is the driest, with 4.2 mm [52]. Investigating air quality in Patras carries substantial scientific interest, as it is the third largest city in Greece, housing over 200,000 residents. There are many sources of PM pollution with comparable contributions to total PM loading, all characterized by notable spatiotemporal variations [49]. The southern part of the city features an international port, particularly active during the summer season. It primarily serves passenger ships rather than cargo vessels; however, along the same lines of [53], we suspect that contribution to PM loading during the high season is probable. A small industrial zone is situated 16 km southwest of the city center, hosting several light industries, including pharmaceuticals, food and beverages. North and southwest of the city, there are also popular tourist resorts that draw the attention of many people during the summer period.

The contribution of biomass burning, such as agricultural waste (olive tree branches), from rural areas surrounding Patras is estimated to be up to 7% for PM$_{2.5}$ and 10% for PM$_{10}$ [54]. Studies suggest that during days with high pollution, this contribution can reach up to 50% due to low mixing [11]. Anthropogenic PM particles in Patras mainly consist of organic aerosols (OA) and sulfates. The main sources of OA are very oxygenated OA (V-OOA), moderately oxygenated OA (M-OOA), biogenic oxygenated OA (b-OOA), hydrocarbon-like OA (HOA-1), which related to traffic sources, and hydrocarbon-like OA (HOA-2) from other primary emissions (including cooking) [55]. The most prevalent source of anthropogenic PM$_{10}$ particles is traffic (46.2%) [56], while natural PM$_{10}$ particles observed over Patras are primarily due to the long-range transport of Saharan dust. Extreme cases of dust transport over Greece are frequent throughout the year [57]. As far as PM$_{2.5}$ contributors are concerned, a 2011 study identified secondary sulfate (34%), traffic emissions (34%), biomass burning (11%), shipping (10%), sea salt (11%) and mineral dust (2%) as the major sources in the city center, and secondary sulfate (34%), traffic emissions (25%), biomass burning (15%), mineral dust (10%) and sea salt (5%) as the major sources in a suburban site in Patras [38]. Biomass burning for residential heating is the most important organic aerosol source in the area during winter [59].

Air quality over Patras is determined by the stability of the Planetary Boundary Layer (PBL) and its turbulent state. During unstable conditions, particulate matter may be diluted
via vertical mixing within the PBL, which often reaches 2 km above ground level. This is a common case during daytime, with low cloud cover and moderate winds. On the other hand, the atmosphere is more stable during night-time, so pollution cannot be mixed at higher altitudes. Local air flows, such as sea breezes or mountain–valley winds, also affect the air quality of Patras. Additionally, the complex topography of this region modifies the wind patterns by trapping pollutants in certain areas or causing pollutant plumes to disperse unevenly. All the aforementioned factors pose an additional challenge for assessing and forecasting air quality with high confidence.

2.2. Feature Selection and Engineering

The spatiotemporal attributes of various PM species, namely, emission rate, concentration distribution and residence time, are influenced by numerous parameters. These influences are shaped by intricate dynamical, thermodynamical and chemical processes. In the literature, one usually utilizes all meteorological features that installed sensors can measure, with temperature, wind velocity and dew point being the most common, among others [30,31,60]. In what follows, we elaborate on the physical reasoning behind the selection of features to be used in our forecasting model, incorporating spatial and temporal features in addition to those of a meteorological nature.

When considering spatial information, commonly used features include coordinates and the distance from a designated point, such as the “city center”, as mentioned in [61]. It is important to note that these features are correlated with the required information but not necessarily causally connected. For instance, the distance from the city center may be correlated with lower population density and, in turn, lower emission rates. However, this consideration can be misleading if there is an industrial facility or if there are extensive agricultural activities in proximity to the sensor, which would contradict the assumption. Moreover, this approach could add challenges in transfer learning approaches from one particular city to another, as the city structure and the local PM emitters’ density could be very different.

A more general approach is to utilize characteristics of the urban structure, namely, the Mean Population Density (MPD) and the Mean Floor Ratio (MFR). The Mean Floor Ratio corresponds to the average ratio of the total built floor area to the area of the specific land under study [62]. It is worth noting that the MFR calculation takes into account the total built floor area, resulting in values larger than 1 for buildings with multiple floors. Urban areas often have higher concentrations of emission sources compared to rural or less densely populated regions. These sources can include vehicular traffic, industrial activities, construction sites, power plants, commercial activities and overall increased energy consumption. As the MFR increases, the density and diversity of emission sources also tend to rise. Consequently, higher PM concentrations can be observed in urban areas due to the greater number and intensity of pollution sources [63]. Moreover, an increased MFR corresponds to increased building capacity, which is closely connected to urban canopy phenomena [64]. In contrast, the MPD represents the average population density within the area where the sensor is located. However, it is important to acknowledge a limitation of the MFR, as it does not account for spaces between buildings, those in particular roads and the percentage of free space between different properties. To address this limitation, additional features, such as road density or the percentage of free space, could be incorporated into the analysis. It should be noted that the MFR corresponds to the legally permitted limits, so it is possible for the actual MFR to be lower (or higher) than the nominal one in certain neighborhoods, considering the specific characteristics of the area. Furthermore, MFR values were estimated using survey data from the Greek Statistical Service. As the survey is performed once per decade, fluctuations are possible. The values of MFR and MPD for the study area were found in [65,66].

Regarding time-related features, their utilization leverages the inherent cyclical and seasonal nature of the phenomenon’s patterns, or the patterns of the features that impact it. Along similar lines to [60], in order to inform the forecasting model about the periodicity
of the daily (hours), weekly (days) and seasonal (months) variability of both human-related emissions and also meteorological conditions, we use measurement timestamps; however, we parametrize them differently. In particular, we extract from each timestamp the corresponding hour of the day, $H \in \{1, \ldots, 24\}$, day of the week, $D \in \{1, \ldots, 7\}$, and month of the year, $M \in \{1, \ldots, 12\}$. For each of these, we define two new features:

$$X_{\text{cos}} = \cos \left(\frac{2\pi \times X}{T}\right), \quad X_{\text{sin}} = \sin \left(\frac{2\pi \times X}{T}\right),$$

where $T$ is equal to 24, 7 or 12 if $X$ corresponds to $H$, $D$ or $M$, respectively.

Obviously, meteorological observables also play a crucial role in PM concentration. We begin our discussion with mechanisms that are connected to the dew point which could directly or indirectly affect the PM concentration in the atmosphere [67–69]. When an air mass is saturated, water vapor condenses in liquid water droplets, providing a surface for PM to adhere to and thus form larger particles [12]. Furthermore, many particles, including sulfate, nitrate and organic compounds, can undergo gas-to-particle conversion through atmospheric interactions. Consequently, high moisture content in the atmosphere is beneficial for aerosol formation [70]. It should be noted that dew point alone is not an indicator of water vapor content or if the air mass is near saturation. The average dew point is also associated with air mass movements; for instance, changes in dew point can be indicative of the movement and mixing of air masses. When warm, moist air masses encounter cooler air masses or undergo adiabatic cooling due to ascent; the dew point temperature may be reached, leading to the formation of clouds and precipitation. These meteorological conditions can enhance the removal of PM from the atmosphere, effectively reducing its concentration [71]. This effect could result in an overall reduction of the mean PM concentration over the entirety of the studied area. While the dew point provides an absolute measure of the atmospheric moisture content, it does not account for temperature variations that significantly affect the capacity of the air to hold water vapor. For this reason, within our proposed framework, RH is chosen as a feature to capture the relative saturation of the air, which more accurately reflects the moisture dynamics in the varying temperature conditions prevalent in urban microclimates.

Another factor that affects PM concentrations is the air temperature, which modifies the rates of many chemical reactions that lead to the formation of PM [72]. Air temperature also has a significant impact on energy needs within a city. During colder months, increased heating requirements lead to higher energy consumption, often from combustion-based heating systems. Inefficient or poorly maintained systems can contribute to elevated PM emissions [73], while wood combustion also has a significant impact [74]. What is more, during summer, the demand for air conditioning and cooling equipment rises. These systems, relying on electricity often generated from fossil fuels, can indirectly contribute to higher PM emissions [75]. Power generation also plays a crucial role, as extreme temperature events drive increased electricity consumption for heating or cooling. Note that the latter effect is expected to be of diminished importance for the greater Patras area, as the power generation in Greece is centralized and the relative units are located away from the city of Patras. However, in the general case, contributions of local power generation systems could be expected.

Pressure tendency is yet another meteorological observable that can be indirectly correlated to PM concentrations [67,68]. This is because of its connection to synoptic systems. For example, an arriving cyclone (low-pressure system) may induce high wind speeds, cloudy weather and precipitation, resulting in washout and the dispersion of air pollution [76]. In contrast, an inbound anticyclone can result in low wind speeds and atmospheric stability due to the synoptic scale subsidence of air masses. These factors can induce the trapping of air pollution in the lower levels of the atmosphere [77]. Furthermore, atmospheric pressure poses a diurnal fluctuation due to the Earth’s surface heating during daytime and cooling during night-time. On smaller time scales (less than 6 h), pressure
may fluctuate due to turbulent flow over complex terrain and big temperature gradients within city landscapes.

It is well established that wind field characteristics, such as wind speed, direction and wind gusts, have a profound impact on the transportation and distribution of air pollution. As a case in point, if the wind blows from an area with significant emissions (for instance industrial zones or agricultural areas) towards a specific location, it can transport and deposit PM, causing an increase in concentration. Conversely, if the wind direction is away from the pollution sources, it can result in lower PM concentrations. Local atmospheric circulation patterns, such as sea breezes, mountain–valley breezes and urban heat island effects, can also impact the dispersion of PM [78]. For example, sea breezes can transport pollutants from coastal areas inland, while mountain–valley breezes can trap pollutants in valleys. Strong wind gusts can lift and suspend PM from the ground or other surfaces, leading to increased concentrations in the air. This effect is especially prominent for fine particles (e.g., PM$_{2.5}$) that have a longer atmospheric residence time. Particles that have settled on roads, construction sites, or other surfaces can be resuspended by gusty winds, contributing to short-term increases in PM concentrations [79]. Similarly, if wind gusts are persistent, they contribute to the dispersion of pre-existing PM concentrations in the atmosphere. The variability of the wind speed can serve as a measure of these phenomena. It is worth noting that an engineered feature of importance for our forecasting model is the so-called variance of the wind speed, which is simply defined as the difference between the maximum and minimum speed measured within a time window.

Finally, in any type of forecasting scenario, employing an auto-regressive approach—that is, using past values of the feature one is aiming to forecast—is vital because it acknowledges the inherent interdependence of data points in the feature’s time-series. Additionally, by considering past values in order to determine future states, the model can learn trends or hyper-local effects that are not directly connected to other features; for instance, an increased restaurant density at the location of a sensor cannot be inferred directly from the MPD or MFR. This approach ultimately allows for more accurate and nuanced forecasts.

Table 1 summarizes the used features by their code names, while also grouping them into each of the aforementioned four categories.

<table>
<thead>
<tr>
<th>Spatial</th>
<th>Temporal</th>
<th>Meteorological</th>
<th>Auto-Regressive</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFR, MPD</td>
<td>H$<em>{\cos}$, H$</em>{\sin}$, D$<em>{\cos}$, D$</em>{\sin}$, M$<em>{\cos}$, M$</em>{\sin}$</td>
<td>RH, tempAvg, Pressure/pressureTrend, windGustAvg, windSpeedAvg, windDir$<em>{\cos}$, windDir$</em>{\sin}$, windSpeedVariance</td>
<td>Auto-regressive</td>
</tr>
</tbody>
</table>

2.3. Dataset Development

The target feature corresponds to PM concentration measurements in units of $\mu$g/m$^3$, measured by PurpleAir PA-II sensors [49,80] and spanning the time range from 1 December 2018 to 19 June 2022. Historical data are publicly available through the PurpleAir API [81] and were accessed via [82]. The contribution per sensor in the total number of PM concentration measurements is depicted in Figure 1.
PurpleAir PA-II devices are equipped with two PMS5003 laser particle counters, referred to as channels A and B, a BME280 environmental sensor and an ESP8266 microcontroller used for communication. The PMS5003 sensors use a principle of measurement based on the alteration of light intensity as particles traverse the measurement cavity. This phenomenon, termed the nephelometric response, has a direct correlation with the particle concentration, both by mass and number. The algorithm-transforming particle counts in concentration values are proprietary and can therefore be considered to be part of the inherent measurement process. As has been stressed throughout this work so far, the presented framework is sensor-agnostic; nonetheless, and even though PurpleAir provides data for PM$_{1.0}$, PM$_{2.5}$ and PM$_{10}$ concentrations, we opt to work only with PM$_{2.5}$ in what follows because the calibration curves for PM$_{1.0}$ and PM$_{10}$ have not yet been made available [74,83,84]. The code name for the PM$_{2.5}$ data obtained through PurpleAir’s API is pm2.5$_{\text{cf}_1}$, where $i$ corresponds to the channel index and is either A or B, and $\text{cf}_1$ indicates uncorrected values, which are considered to be more robust [74,83].

A pivotal part of our framework is the pre-processing of the data coming from the two sensor channels in order to extract the final concentrations that are used as data points in our study. First, the sensitivity of the sensors is bounded below by applying a consistency condition between the two channels as per the following criterion:

$$\left| PM_{A,2.5} - PM_{B,2.5} \right| \leq \alpha \%,$$

where $PM_{A,2.5} \equiv \text{pm2.5}_A$ and $PM_{B,2.5} \equiv \text{pm2.5}_B$. Following [84], the value $\alpha = 30.5$ was selected.

In order to assess the linearity between two channels, we employ Spearman’s and Pearson’s rank-order correlation coefficients, as implemented in the open-source Python library SciPy [85]. Both criteria are non-parametric measures of the monotonicity of the relationship between two variables and $r_k \in [-1, +1]$, where $k$ corresponds to either Pearson or Spearman, with 0 implying no correlation, +1 positive correlation and -1 negative correlation. The difference between the Spearman and Pearson correlation coefficients lies in their underlying assumptions, with the most notable one being normality for the case of Pearson’s coefficient [86]. The corresponding $p$-value quantifies the probability of the same or more extreme $r$ value to appear due to random fluctuations between uncorrelated datasets. The results can be seen in Table 2. We deduce that both criteria (Pearson and Spearman) strongly support linearity between the two channels, at least on the region where the vast majority of the measurements lie.

Figure 1. Histogram of concentration data points per PurpleAir PM sensor by sensor identifier (id) (left) and pie chart of the corresponding percentages (right).
As a further step, we perform a linear fit between the two channels and calculate the orthogonal distances between each \((PM_{2.5, channelA}, PM_{2.5, channelB})\) point and the fitted line:

\[ PM_{B,2.5} = a \times PM_{A,2.5} + b. \]  

(3)

Table 2. General properties of our dataset. The id column corresponds to each sensor’s id in the PurpleAir network; \(N\) is the total number of data points per sensor; \(a\) and \(b\) are the coefficients of the linear fit between the channels; and \(\mu_{scatter}, \sigma_{scatter}\) and \(\bar{\mu}, \bar{\sigma}_{median}\) are mean scatter and median, respectively, with the corresponding standard deviations. Scatter is defined as the orthogonal distance between each \((PM_{2.5, channelA}, PM_{2.5, channelB})\) value and the fitted line. Moreover, \(r_k\) and the corresponding \(p\)-values are measures of correlation, with \(k\) being either Pearson or Spearman.

<table>
<thead>
<tr>
<th>id</th>
<th>(N)</th>
<th>(a)</th>
<th>(b)</th>
<th>(r_{pears})</th>
<th>(p_{pears})</th>
<th>(r_{spear})</th>
<th>(p_{spear})</th>
<th>(\mu_{scatter})</th>
<th>(\sigma_{scatter})</th>
<th>(\bar{\mu})</th>
<th>(\bar{\sigma}_{median})</th>
</tr>
</thead>
<tbody>
<tr>
<td>741</td>
<td>17,467</td>
<td>0.93</td>
<td>-0.77</td>
<td>0.9980</td>
<td>0.0</td>
<td>0.9949</td>
<td>0.0051</td>
<td>2.25</td>
<td>6.19</td>
<td>0.70</td>
<td>0.45</td>
</tr>
<tr>
<td>749</td>
<td>25,857</td>
<td>0.94</td>
<td>-0.79</td>
<td>0.9970</td>
<td>0.0</td>
<td>0.9947</td>
<td>0.0053</td>
<td>1.03</td>
<td>3.36</td>
<td>0.36</td>
<td>0.32</td>
</tr>
<tr>
<td>1030</td>
<td>5389</td>
<td>0.81</td>
<td>-1.20</td>
<td>0.9752</td>
<td>0.0</td>
<td>0.9714</td>
<td>0.0286</td>
<td>7.71</td>
<td>17.93</td>
<td>3.31</td>
<td>9.75</td>
</tr>
<tr>
<td>1566</td>
<td>29,080</td>
<td>0.96</td>
<td>-0.28</td>
<td>0.9970</td>
<td>0.0</td>
<td>0.9970</td>
<td>0.0030</td>
<td>0.69</td>
<td>4.38</td>
<td>0.36</td>
<td>0.12</td>
</tr>
<tr>
<td>1672</td>
<td>30,835</td>
<td>1.08</td>
<td>0.06</td>
<td>0.9980</td>
<td>0.0</td>
<td>0.9955</td>
<td>0.0045</td>
<td>1.33</td>
<td>4.25</td>
<td>0.49</td>
<td>0.23</td>
</tr>
<tr>
<td>1712</td>
<td>29,580</td>
<td>1.04</td>
<td>0.52</td>
<td>0.9968</td>
<td>0.0</td>
<td>0.9959</td>
<td>0.0041</td>
<td>2.08</td>
<td>11.48</td>
<td>0.65</td>
<td>0.41</td>
</tr>
<tr>
<td>5078</td>
<td>26,040</td>
<td>1.00</td>
<td>0.15</td>
<td>0.9984</td>
<td>0.0</td>
<td>0.9965</td>
<td>0.0035</td>
<td>1.45</td>
<td>7.88</td>
<td>0.57</td>
<td>0.31</td>
</tr>
<tr>
<td>5092</td>
<td>22,542</td>
<td>0.94</td>
<td>0.37</td>
<td>0.9985</td>
<td>0.0</td>
<td>0.9970</td>
<td>0.0030</td>
<td>2.33</td>
<td>10.03</td>
<td>0.53</td>
<td>0.27</td>
</tr>
<tr>
<td>14857</td>
<td>25,990</td>
<td>1.05</td>
<td>-0.61</td>
<td>0.9986</td>
<td>0.0</td>
<td>0.9976</td>
<td>0.0024</td>
<td>1.68</td>
<td>7.57</td>
<td>0.59</td>
<td>0.32</td>
</tr>
<tr>
<td>14877</td>
<td>23,250</td>
<td>0.97</td>
<td>-0.42</td>
<td>0.9991</td>
<td>0.0</td>
<td>0.9979</td>
<td>0.0021</td>
<td>1.12</td>
<td>2.84</td>
<td>0.43</td>
<td>0.18</td>
</tr>
<tr>
<td>23759</td>
<td>22,756</td>
<td>1.03</td>
<td>0.21</td>
<td>0.9975</td>
<td>0.0</td>
<td>0.9943</td>
<td>0.0057</td>
<td>2.00</td>
<td>9.38</td>
<td>0.49</td>
<td>0.23</td>
</tr>
<tr>
<td>30765</td>
<td>18,232</td>
<td>0.99</td>
<td>-0.44</td>
<td>0.9971</td>
<td>0.0</td>
<td>0.9970</td>
<td>0.0030</td>
<td>0.89</td>
<td>8.33</td>
<td>0.33</td>
<td>0.10</td>
</tr>
<tr>
<td>56113</td>
<td>10,647</td>
<td>0.98</td>
<td>0.69</td>
<td>0.9958</td>
<td>0.0</td>
<td>0.9942</td>
<td>0.0058</td>
<td>1.66</td>
<td>4.91</td>
<td>0.56</td>
<td>0.29</td>
</tr>
<tr>
<td>56229</td>
<td>8001</td>
<td>1.05</td>
<td>0.45</td>
<td>0.9982</td>
<td>0.0</td>
<td>0.9945</td>
<td>0.0055</td>
<td>1.87</td>
<td>13.43</td>
<td>0.72</td>
<td>0.49</td>
</tr>
<tr>
<td>56453</td>
<td>10,632</td>
<td>0.86</td>
<td>-0.54</td>
<td>0.9992</td>
<td>0.0</td>
<td>0.9951</td>
<td>0.0049</td>
<td>2.18</td>
<td>11.71</td>
<td>0.44</td>
<td>0.19</td>
</tr>
<tr>
<td>57523</td>
<td>5367</td>
<td>0.99</td>
<td>-0.49</td>
<td>0.9997</td>
<td>0.0</td>
<td>0.9991</td>
<td>0.0009</td>
<td>0.82</td>
<td>4.84</td>
<td>0.35</td>
<td>0.12</td>
</tr>
<tr>
<td>101589</td>
<td>5248</td>
<td>1.01</td>
<td>-1.02</td>
<td>0.9997</td>
<td>0.0</td>
<td>0.9988</td>
<td>0.0012</td>
<td>1.25</td>
<td>3.05</td>
<td>0.58</td>
<td>0.31</td>
</tr>
<tr>
<td>101597</td>
<td>5791</td>
<td>1.11</td>
<td>0.02</td>
<td>0.9980</td>
<td>0.0</td>
<td>0.9980</td>
<td>0.0020</td>
<td>1.32</td>
<td>7.72</td>
<td>0.48</td>
<td>0.22</td>
</tr>
<tr>
<td>101609</td>
<td>4927</td>
<td>0.91</td>
<td>0.11</td>
<td>0.9994</td>
<td>0.0</td>
<td>0.9989</td>
<td>0.0011</td>
<td>1.62</td>
<td>6.11</td>
<td>0.48</td>
<td>0.22</td>
</tr>
<tr>
<td>101611</td>
<td>7516</td>
<td>0.91</td>
<td>0.74</td>
<td>0.9956</td>
<td>0.0</td>
<td>0.9978</td>
<td>0.0022</td>
<td>2.98</td>
<td>37.17</td>
<td>0.56</td>
<td>0.29</td>
</tr>
<tr>
<td>146920</td>
<td>1154</td>
<td>0.91</td>
<td>-0.33</td>
<td>0.9956</td>
<td>0.0</td>
<td>0.9957</td>
<td>0.0043</td>
<td>0.60</td>
<td>0.93</td>
<td>0.29</td>
<td>0.08</td>
</tr>
</tbody>
</table>

The parameters of the fit are also given in Table 2 for all sensors. In the same table, we also present some statistical measures, namely, the mean value per sensor, the corresponding standard deviation and the median with its dispersion measure. From the difference between mean and median values in Table 2, we deduce the existence of outliers, in agreement with [74]. In order to construct the final PM\(_{2.5}\) measurements to be used by our model, we take the weighted average within 1 h, where for weights we use the reverse of the orthogonal distance mentioned before. In this way, we address the fact that the normality of the PM measurements within the 1 h interval cannot be safely assumed in general [87], while we also reduce the impact of outliers. Moreover, we apply a quality cut-off; that is, we exclude measurements where the scatter is more than 1 \(\mu g/m^3\). After this step, we construct the PM\(_{2.5, chan.avg}\) measurements as the mean value between the two channels:

\[ PM_{2.5, chan.avg} = \frac{PM_{B,2.5} + PM_{A,2.5}}{2}. \]  

(4)

Finally, as a standard practice for employing data from low-cost sensor networks [74,84,88,89], we apply a calibration procedure. Note that, in general, our pipeline does not depend on the calibration curve used, as it can be applied on the predictions of our model. However, in this case, a sub-part of the trained model will yield results about the physics of the sensor. For example, it has been observed that RH could impact PM measurements in the case of PA-II sensors, e.g., [84]. If the model is trained using uncalibrated data, the latter effect will
be captured by it; however, discrimination between PM physics and measurement effects could not be possible.

Among the various linear and non-linear calibration curves employed in the literature (see, e.g., [84]), we choose to use the calibration curve proposed by [84], which reads as

\[ PM_{2.5,\text{final}} = 0.524 \cdot PM_{2.5,\text{chan,avg}} - 0.0862 \cdot RH + 5.75, \]  

(5)

where RH is the relative humidity in %, calculated using the following expression [90]:

\[ RH = \exp \left\{ \frac{ab(T_{DP,\text{avg}} - T_{\text{avg}})}{(T_{\text{avg}} + b)(T_{DP,\text{avg}} + b)} \right\} \times 100, \]  

(6)

where \( a = 17.368 \); \( b = 238.88 \) °C; and \( T_{\text{avg}} \) and \( T_{DP,\text{avg}} \) are temperature and dew point temperature averages within 1 h.

It is important to note at this point that meteorological variables, specifically pressure, temperature and relative humidity, are measured via the BME280 sensor. Notably, the placement of this sensor directly above the PMSS003 sensors introduces an inherent bias, as heat dissipation from the sensors elevates the temperature readings (from 2.7 °C up to 5.3 °C) and indicates drier RH values (ranging from +9.7% to +24.3%) [89]. This influence is not a static shift but rather a dynamic fluctuation, potentially augmenting or attenuating the physical effects on the data. Moreover, as reported by [84], the dataset exhibits non-physical extrema in temperature and relative humidity, occurring in roughly 1 out of every 107 measurements. These are ascribed to electronic noise or communication mishaps between the BME280 sensor and the micro-controller. Anomalously negative temperatures, i.e., around −230 °C, were observed for some of the older sensors used in this study, such as the sensor with id 741.

For the reasons outlined above, and in alignment with other works in the literature [88], the BME280 sensor’s meteorological measurements are excluded from our study. Instead, we utilize open-source data from WeatherUnderground meteorological stations [91], accessed via [92]. The spatial relationship between PM and meteorological sensors is illustrated in Figure 2, while, for completeness, all the labels and descriptions for the available data from the WeatherUnderground sensors can be found in Table A1 of Appendix A.

Regarding the co-location of meteorological stations and PM sensors, we employ an aggregation method along similar lines to [93,94]. Specifically, a scalar meteorological observable \( Z \) at the location of PM sensor \( j \) is estimated as

\[ Z_j = \sum_{i=1}^{k} w_{ij} Z_i, \]  

(7)

where the weights \( w_{ij} = C/l_{ij} \) modulate the influence of each meteorological station. In this expression, \( l_{ij} \) is the distance between meteorological station \( i \) and PM sensor \( j \); \( C = \sum_{i=1}^{k} 1/l_{ij} \) is a normalization constant; and \( k \) is the total number of meteorological stations. Specifically for the wind speed and wind direction features, we transformed them into scalar values and applied the transformation of Equation (7) as implemented in the MetPy Python library [95,96].

2.4. Forecasting Model Details

In our work, the spatiotemporal variability of PM concentration is modeled via LSTMs. Notably, we use a LSTM instance for the whole city, rather than one instance per sensor, for example, as conducted in [25,97]. In the literature, the spatial variability of the PM concentration has been encapsulated via a variety of approaches [25,26,35,41,42,98]. For instance, the authors in [25] used a Multi-Layer Perceptron (MLP) to combine the results of particular LSTM instances that were used per sensor, while [98] utilized LSTMs for the understanding of the local air pollution dynamics in their area of study. Along similar lines, the authors in [26,35] employed a Convolutional Recurrent Neural Network (CRNN),
where geospatial features such as longitude, latitude and distance from city center were fed to CNN layers, and their output was fed to LSTM layers that produced the final prediction. In general, several works in the field utilize combinations of CNN with LSTM networks, such as the approach presented in [35]. Recently, a number of works that employ Gated Recurrent Units (GRU), along with CNN [42] or in a encoder–decoder context, have appeared [41].

![Figure 2. Meteorological (teal) and PM (yellow) sensors locations in Patras, Greece. The horizontal direction from left to right in the image points to the geographical north.](image)

Finally, there are a few works in the field that employ some sort of “interpretable AI” approach for PM pollution modeling. In particular, at [42], cyclical feature removal was performed and the model’s accuracy was discussed in correlation with the removed feature. A drawback of this approach is that it overlooks the inherent non-linearity of the phenomenon and the persistent interrelationships among features, with the more striking example being those among thermodynamic variables. A more prominent approach on the matter employs Layer-wise Relevance Propagation [41], resulting in so-called importance heat-maps. However, in the latter work, they only considered the prediction range up to 48 h ahead and data from one sensor only, so they do not need to address spatial dependency in their particular context.

While most of these approaches are very suitable for the task at hand, it is important to note that they introduce increased complexity, especially when addressing spatial dependence. This latter fact could seriously affect their generalization ability as the prediction timescale increase [35]. In contrast, our approach addresses spatial dependence through the features discussed in Section 2.2 in order to directly capture the underlying physics of the pollution production and dispersion.

LSTMs [99] fall under the category of Recurrent Neural Networks (RNNs) [100,101] and, as such, they demonstrate exceptional performance in tasks that require the processing of sequential data, including language translation, speech recognition and time-series forecasting [102]. In complete analogy with vanilla RNNs, the recurrent structure of LSTMs can be visualized as a single cell unrolled through time, with each element of the input sequence processed consecutively. In the context of time-series inputs, given a sequence of $T$ time steps $x = \{x_1, \ldots, x_T\}$, where $x_t \in \mathbb{R}^d$ is the $d$-dimensional feature vector at time step $t$, this indicates that the time-series is processed in ascending time step order, as demonstrated in Figure 3.
Figure 3. Schematic representation of any recurrent network unrolled through time, where \( x_t \) and \( h_t \) are the input feature vector and hidden state vector at time step \( t \), respectively.

The output of an LSTM at each time step, \( t \), is a vector known as its hidden state, \( h_t \). The key difference between vanilla RNNs and LSTMs is that the information that is passed from time step \( t - 1 \) to time step \( t \) is not limited to the hidden state vector \( h_{t-1} \); it also includes an additional vector known as the cell state, \( c_{t-1} \). The cell state essentially retains and stores important information from past inputs across time steps, allowing the network to “remember” and utilize relevant long-term dependencies (hence the name LSTM).

To compute the hidden and cell state vectors at time step \( t \), the corresponding hidden state vector at time step \( t - 1 \) and the input feature vector \( x_t \) undergo independent filtering through three gates, namely, the forget gate, the input gate and the output gate, each of which applies a non-linearity as their activation function. The forget gate determines which information from \( c_{t-1} \) should be discarded, while the input gate determines the new information from the input feature vector \( x_t \) that should be incorporated into the new cell state, \( c_t \). As far as the output gate is concerned, it regulates the information encoded in \( c_t \), which propagates into the next time-step’s cell as the hidden state vector, \( h_t \).

In their recent study, [44] introduced a novel LSTM variant called Interpretable Multi-Variable LSTM (IMV-LSTM), with the aim of achieving a balance between high forecasting accuracy and offering interpretability for the model’s outputs. In conventional LSTM networks, the hidden state vector captures information from all input features at each time step, which poses challenges in explicitly capturing the unique dynamics of individual features and their interactions. The IMV-LSTM addresses this by extending the concept of the hidden state, generating a hidden state vector for each input feature and employing a novel mixture attention mechanism. Specifically, this mechanism involves applying temporal attention to the sequence of hidden state vectors \( \{h_{f1}, \ldots, h_{fT}\} \) corresponding to feature \( f \) to obtain a summarized history for this feature. Subsequently, using the summarized histories for all features, an additional attention mechanism extracts feature-wise attention scores, which, in turn, can provide insights into each feature’s contribution to the model’s predictions, as well as inter-feature correlations.

As far as the IMV-LSTM model’s implementation is concerned, two alternatives are presented by [44] and both are followed in our work for completeness. The IMV-Full approach essentially corresponds to extending the vectors involved in the traditional LSTM equations into matrices, where each row corresponds to a single feature. The IMV-Tensor approach is equivalent to a set of LSTM networks running in parallel, with each network processing only one input feature’s sequence and then merging all results through the mixture attention mechanism. The code written for the implementation of the models in Python utilizes the PyTorch [103] framework and is heavily influenced by [104].

We construct two feature sets for the case of hourly prediction, namely, “Basic” and “General”. The General feature set contains all the features shown in Table 1, while Basic contains the Pressure feature instead of pressureTrend and does not contain windGustAvg and windSpeedVariance. Moreover, Basic contains only the MFR feature instead of both MFR and MPD. The latter features are correlated to some degree; therefore, using one of them instead of both allows for reducing the total number of features. We point out that the General feature set takes into account the involved physics better than the Basic; however, the reduced feature number allows for faster training. Thus, we use the Basic feature set in order to assess differences between the two IMV-LSTM algorithms in terms of feature...
importance, while we use the General one in order to achieve the smallest possible RMSE error. We also construct an additional feature set, corresponding to daily predictions, which contains the same features as the General, hourly one, with the obvious exception of \( H_{\cos} \) and \( H_{\sin} \).

### 3. Results and Discussion

We use the dataset described at Section 2.3 and, according to standard practice (e.g., [35]), we scale it via standard minmax scaling on \([-1, 1]\) space, with the exception of time stamps and wind direction. The latter are transformed via sine/cosine in order to maintain time differences and angular distances between directions, respectively. As standard practice, we split the dataset to three parts, i.e., “train”, “validation” and “test” data, with proportions 50%, 30% and 20%, respectively. We ensure that there is a proportional representation for each sensor and for each timestamp (with emphasis on monthly scale) in the training/test/validation datasets. We set “batch size” to 128 and used 128 LSTM cells. We employed a stopping condition, which it is governed via the “patience” parameter. The latter corresponds to the epochs of training allowed after an increment on the validation error. Along standard lines, we employ Root Mean Square Error (RMSE) as loss function. We use the Adam optimizer, as implemented on the PyTorch package.

The relevant parameter values and results are depicted in Table 3. For the case of daily predictions, we resampled our dataset over 24 h and used the median value.

<table>
<thead>
<tr>
<th>n/a</th>
<th>Features</th>
<th>Look-Back Time Window</th>
<th>Predict Window</th>
<th>Learning Rate ((10^{-3}))</th>
<th>(\gamma)</th>
<th>Steps</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>General—hourly</td>
<td>24 h</td>
<td>24 h</td>
<td>7</td>
<td>0.5</td>
<td>45</td>
<td>28.0 ± 3.0</td>
<td>3.1 ± 0.4</td>
</tr>
<tr>
<td>2</td>
<td>General—hourly</td>
<td>24 h</td>
<td>24 h</td>
<td>5</td>
<td>0.5</td>
<td>45</td>
<td>23.0 ± 3.5</td>
<td>2.8 ± 0.6</td>
</tr>
<tr>
<td>3</td>
<td>General—hourly</td>
<td>24 h</td>
<td>24 h</td>
<td>4.5</td>
<td>0.5</td>
<td>65</td>
<td>20.2 ± 1.3</td>
<td>2.6 ± 0.8</td>
</tr>
<tr>
<td>4</td>
<td>Basic—hourly</td>
<td>48 h</td>
<td>24 h</td>
<td>20</td>
<td>0.5</td>
<td>35</td>
<td>24.5 ± 2.3</td>
<td>2.4 ± 0.6</td>
</tr>
<tr>
<td>5</td>
<td>Standard—daily</td>
<td>7 d</td>
<td>7 d</td>
<td>5</td>
<td>0.5</td>
<td>55</td>
<td>17.8 ± 1.3</td>
<td>3.0 ± 0.4</td>
</tr>
<tr>
<td>6</td>
<td>Standard—daily</td>
<td>24 d</td>
<td>10 d</td>
<td>5</td>
<td>0.5</td>
<td>55</td>
<td>12.1 ± 1.7</td>
<td>2.4 ± 0.8</td>
</tr>
</tbody>
</table>

As a first step, we compared the two implementations of IMV-LSTMs from [44] for 25 training runs in terms of their predictive power and the corresponding feature importance. The results on the feature importance are presented in Figure 4. In order to construct the “mean” value on the feature importance, we minimized the following expression:

\[
\mathcal{L}(f_{\text{mean}}) = \left( \frac{1}{\text{RMSE}_j} \right)^{-1} \sum_{j=1}^{N} \frac{1}{\text{RMSE}_j} \left[ \sum_{i=1}^{k} (f_{ij} - f_{i,\text{mean}})^2 + \left( \sum_{i=1}^{k} f_{i,\text{mean}} - 1 \right) \times 10^{\lambda} \right], \tag{8}
\]

where \(k\) is the length of the feature importance vector and \(\text{RMSE}_j\) is the RMSE corresponding to this particular run. The first term is the weighted average of the Euclidian distances on the feature space between feature importance vector \(j\) and the “mean”, and as weights, we use the inverse RMSE values. The second term corresponds to the condition that all percentages add to 1. The \(\lambda\) parameter is an arbitrary integer, and we set \(\lambda = 5\) for this set of experiments. We used the feature set and parameters in line 3 of Table 3, and the forecast window has been set to 48 h. The equivalence of feature importance between the two implementations becomes apparent through the mean value estimation of an ensemble

---

**Table 3.** Results after training for different model and training parameters. Each row refers to a particular model and training setup that has been used for 25 training runs. We have used 600 training epochs, and the “patience” parameter of the early stopping mechanism has been set to 30. The feature sets are defined in the previous section. We present the mean values and standard deviations (std) for Root Mean Squared Error (RMSE) and Mean Absolute Error (MAE).
of training runs (Figure 4) where the two implementations yield similar importance assessments for each feature. However, this equivalence is statistical in nature due to strong correlations between the features and also the random initialization of LSTMs weights. The latter leads to different convergence rate per feature. As the RMSE error for “tensor” implementation is slightly better than the corresponding one for “full” implementation most of the time, we choose to use the former as the main prediction model. However, we note that the two implementations were found to be almost indiscriminate regarding RMSE loss; moreover, their feature importance assessments are statistically equivalent.

![Figure 4. Averaged feature importance within 60 training runs for the two IMV-LSTM LSTM versions, namely, “full” and “tensor”, used in this work. A prediction window of 24 h and a look-back time window of 48 h were employed. The training parameters and results correspond to line 4 in Table 3.](image)

For the case of daily predictions, we trained and validated two models. In particular, a model with prediction window of 7 days and another one with a prediction window of 10 days. The validation results for daily predictions are depicted in Figure 5. In the upper panel of Figure 6, the feature importance for the model trained for daily predictions, averaged over 25 runs is presented. All sin/cos parametrized features (time and wind direction features) has been summed, resulting in “month”, “day” and “windDir”, respectively. We observe that the features that contribute most to the prediction, in order of decreasing importance, are “month”, “day”, “Auto-regressive”, “RH”, “tempAvg”, “windSpeedVariance”, “windDirAvg”, “windgustAvg”, “MPD”, “MFR”, “pressureTrend” and “windSpeedAvg”. The major contribution of the “month” feature can be related to the summer/winter difference on local emissions due to residential heating. The importance of the “day” feature for the prediction points out to the significant variability of the emissions within the week, which underlines the relative importance of local sources variability, such as vehicle traffic and restaurants. Of course, the latter areas could be otherwise indistinguishable with regard to “MPD” and “MFD” features. This could also explain the relatively small importance of “MPD” and “MFD” features in comparison with “Auto-regression”. The “RH” and “tempAvg” features are generally related with the stability of ABL; however, there are some differences. In particular, the “tempAvg” is correlated with summer/winter variability, while the “RH” is also related with the physics of the sensors, as their sensitivity is closely connected with the humidity, e.g., [84]. Furthermore, the perception of coldness in humans is influenced by a combination of factors, including humidity, wind speed, and, of course, temperature. This sensation of coldness potentially affects the decision to activate heating systems during the colder months of the year. The greater significance of “windSpeedVariance” and “windDir” compared to just “windSpeedAverage” suggests the influence of the urban structure. The former two features are associated with the formation and lifetime of coherent turbulent structures within the intricate urban layout. Moreover, as there exist important intra-city variability of the emissions (e.g., [105]), pollution transport from higher polluted areas towards areas with lower density could result increased importance of the wind direction. This interpretation is in alignment with the results of [39]. Another possibility for the contribution of wind direction is through dust transport events [57], as the latter are frequently occurring from south to southwest. A difference
between the aforementioned mechanisms pertains to the relevant timescale, as the former mechanism operates on shorter timescales, while the latter on larger ones.

![Figure 5](image-url)

**Figure 5.** Model evaluation for daily predictions. The prediction window is 7 days and the “auto-regression” data correspond to the previous 7 days. The corresponding RMSE error is \(\sim 18\) and the MAE is \(\sim 3\). The predicted values are presented with red color, while the observations with blue.

Apart from daily means, in order to be able to provide meaningful information to the general public, i.e., to allow for optimal scheduling the daily chores, a hourly prediction model is imperative. The validation plot (Figure 7) shows very good agreement between the predicted and the actual values. A rather interesting observation is with regard to the peak height. Specifically, while the trained model correctly captures the position of each peak (or low point) almost every time, there are cases where the height (depth) of the peak (low point) are not captured. This could be attributed to the extreme time-variable contribution of traffic emissions. The increment of the “pressureTrend” feature’s importance for the hourly predictions model compared to daily prediction models (e.g., compare the upper panel of Figure 6 with the lower panel of the same Figure) points to the increased impact of atmospheric mixing on the phenomenon. Regarding feature importance, we observe in lower panel of Figure 6 that the features that contribute most to the prediction, in order of decreasing importance, are “month”, “Auto-regressive”, “windDir”, “windgustAvg”, “tempAvg”, “windSpeedVariance”, “hour”, “windSpeedAvg”, “MFR”, “RH”, “pressureTrend”, “day” and “MPD”. The increased importance of “windDir”, “windgustAvg” and “windSpeedVariance” features with regard to the daily prediction models discussed previously could be interpreted as caused by the increased importance of turbulent coherent structures on hourly (and lower) timescales for PM dispersion. Note also the increment of the “MFR” feature’s importance in comparison with the corresponding value from the daily prediction model. The latter, although small (\(\sim 2\%\)), is another indicator of the above mechanism. A rather interesting observation pertains to the reduction of the “day” feature’s importance, where there is a \(\sim 5\%\) reduction. The latter could be caused by the large difference between the variance of PM concentration with respect to the hourly and daily scales. The latter variability in the concentration far exceeds the magnitude of the weekly variability in light of the RMSE; therefore, the impact of the “day” feature on the predictive ability of the hourly model is reduced.
Figure 6. Feature importance assessment for three models after 25 runs. The corresponding training parameters and quality assessments are presented at Table 3, corresponding to the line numbers. (Upper panel): Daily prediction model, corresponding to a prediction window of 7 days (line 5). (Middle panel): Daily prediction model, corresponding to a prediction window of 10 days (line 6). (Lower panel): Hourly prediction model (line 3).

Figure 7. Model evaluation for hourly predictions. The prediction window is 24 h and the “auto-regression” data correspond to the previous 24 h. The corresponding RMSE error is $\sim 20$ and the MAE is $\sim 3$. The predicted values are presented in red, while the real ones are presented in blue.

The MAE error distribution of the model per month and per sensor is presented in Figure 8. First of all, we note that the mean error per sensor per month is less than $3\sigma$, i.e., $\sim 8 \mu g/m^3$. Moreover, we observe higher errors (more blue hues) regarding winter
months, in comparison to the summer months (more yellow hues). The latter is fully compatible with a similar result reported in [35], regarding Beijing, China. In addition, [105] reported higher variability on the winter months for the city of Patras and other Greek cities. However there are two sensors, i.e., 1566 and 30765, that deviate from this trend. Both of them are situated in the University of Patras area, which is located on the outskirts of Patras city. It is reasonable to assume that the impact of residential heating in this area is minimal, resulting in no significant increase in prediction errors during winter months. Moreover, the highest error corresponds to sensor 101589, which is located in Lefka, a relatively sparsely populated area engaged in agricultural activities, notably olive/citrus groves and cattle farms. Thus, the peak error in the months of January and February could be attributed to the combined effects of burning agricultural waste and residential heating.

Let us now discuss a rather interesting, overarching insight from our study. By comparing the feature importance assessment between daily and hourly predictions (i.e., the upper and lower panels of Figure 6) we observe that the summer/winter qualitative change on the pollution production and dispersion is described better with the “month” feature than with “tempAvg”. In fact the importance of “month” is almost two times larger than the importance of “tempAvg” for the daily prediction model, while for hourly predic-

![Figure 8. The Mean Absolute Error per month and per particular sensor, normalized with the overall mean error, i.e., $\sigma_{ij}/\sigma_{\text{mean}}$, where $i$ runs in ids and $j$ in months for the model numbered 3 in Table 3.](image-url)
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We introduce (e.g., MFR, MPD), the utilization of diverse prediction windows, and variations with analogous studies within the literature, with emphasis placed on the prediction accuracy almost ∼ 5 µg/m³, is two to four times lower than our analogous values (∼ 12 µg/m³ for daily and ∼ 20 µg/m³ for hourly models). This observed trend could potentially be attributed to the increased presence of local extreme events within our validation dataset. Notably, the dataset employed by [97] is substantially smaller compared to ours. Specifically, their dataset comprises around 2 years of hourly measurements from 8 sensors, whereas ours spans 3.5 years and encompasses readings from 18 sensors. This dissimilarity in dataset dimensions suggests a relatively diminished occurrence of outliers within their validation data, conceivably leading to a reduced RMSE in their prognostications. Conversely, the lower MAE in our forecasts signifies a slightly superior ability to predict events within the data distribution. Considering the findings of [60], wherein LSTM models for temporal aspects and multi-layer perceptrons for spatial variability were employed, it is evident that our corresponding model exhibits MAE values approximately five times lower than those reported by [60]. Another category of models involves diverse amalgamations of LSTM and CNN cells, as exemplified by studies such as [35,38]. In the latter investigation, RMSE values span approximately ∼ 20 µg/m³ (for a 1-h prediction window) to surpassing ∼ 50 µg/m³ (for a 6-h prediction window). In the former, the MAE for PM2.5 predictions attains approximately ∼ 11 µg/m³. Both of these figures exceed our achieved results of approximately ∼ 3 µg/m³. Note that due to the limitations of the above comparison, we cannot claim the superiority of our framework over these mentioned models; rather, we contend that our framework necessitates more thorough investigation and broader application across diverse urban contexts, adeptly accommodating the intricacies of varying spatial scales and emission patterns. A recent study by [39] has achieved an impressive prediction accuracy almost ∼ 1 µg/m³. However, this accomplishment relies heavily upon external datasets, specifically daily satellite data and 3D building models generated from LIDAR observations. It is crucial to emphasize that the global accessibility of these datasets...
can face limitations due to technical, economic and political factors, which pose a barrier to the widespread applicability of [39]'s approach.

Ultimately, the cost-efficiency of our approach is grounded in the effective utilization of a dataset derived from networks of low-cost sensors, encompassing both PM and meteorological observations, alongside the integration of Free and Open Source (FOSS) tools. Bolstered by the coherent physical interpretation of our model outcomes, we posit that the model aptly captures a substantial portion of the underlying physical mechanisms. Flowing from this insight, we anticipate that, in the context of continuous operation, the requisite retraining frequency could be minimized.

4. Conclusions

PM pollution is associated with increased cardiovascular and respiratory diseases [1]. Climate change is also expected to increase PM concentrations in the near future [109]. It now becomes more critical than ever before to reduce climate and air quality effects on human health. The proposed prediction model can be considered as an important factor (alongside others) in environmental policy-making. We utilized a novel Long Short-Term Memory Neural Network for predicting PM (particulate matter) concentration in urban environments. Our approach involved using a network of low-cost sensors, which we calibrated using classical methods. We also introduced novel features, namely, the Mean Floor Ratio and population density, along with Wind Speed Variance. We demonstrate the effectiveness of our model through a case study in a Greek port city, where the dense urban environment is combined with a diverse variety of pollution sources. Our approach offers increased flexibility with regard to the literature, i.e., allowing for portable sensors and also for the replacement and/or removal of existing sensors. Note also that our model is completely general as it allows for the integration of different sensor types.

It is important to acknowledge a limitation of the MFR used in the proposed approach, as it does not account for spaces between buildings. To address this limitation, additional features, such as road density or the percentage of free space, could be incorporated into the analysis. Furthermore, since MPD values were estimated using survey data that is recorded once per decade, fluctuations are possible. Notice also that the proposed model provides point predictions, as past values of the measured pollutants on the required position are needed. Finally, in the current setup, the existence of a sensor network is imperative for both PM and meteorological data. In principle, transfer learning approaches could evade at least part of the aforementioned constraints. All these issues and proposed possible interventions are left for future investigation.

To further enhance the predictive capabilities of our framework, future directions will also include the integration of additional information sources; for example, leveraging data from social networks and daily news to address out-of-distribution events and capture fluctuations in human activity, such as large leisure happenings and/or public demonstrations. Another approach of interest is the combination of our model with a transport model such as CAMx, where the latter is employed to address large-scale phenomena such as dust transport. Along with the flexibility necessary to employ different sensor configurations directly, our model can be used as the core component of a comprehensive prediction framework. Along with its accuracy, it has the potential to contribute to effective decision-making and comprehensive pollution management strategies. Finally, as our approach uses FOSS in its entirety along with Open Data from low-cost sensors, it could be a basis for a cost-efficient and widely applicable solution to the problems of pollution forecasting.
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Appendix A

In Table A1 of this appendix, a list of the labels, units of measurement and descriptions of the data obtainable via WeatherUnderground meteorological sensors is presented.

Table A1. The available observables from the WeatherUnderground sensors network [91].

<table>
<thead>
<tr>
<th>Label</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solar Radiation High</td>
<td>W/m²</td>
<td>High intensity of solar radiation.</td>
</tr>
<tr>
<td>uv-High</td>
<td>-</td>
<td>High level of ultraviolet (UV) radiation.</td>
</tr>
<tr>
<td>Humidity Low</td>
<td>-</td>
<td>Low humidity level.</td>
</tr>
<tr>
<td>Humidity High</td>
<td>-</td>
<td>High humidity level.</td>
</tr>
<tr>
<td>Humidity Average</td>
<td>-</td>
<td>Average humidity level.</td>
</tr>
<tr>
<td>Temperature High</td>
<td>°C</td>
<td>High temperature.</td>
</tr>
<tr>
<td>Temperature Low</td>
<td>°C</td>
<td>Low temperature.</td>
</tr>
<tr>
<td>Temperature Average</td>
<td>°C</td>
<td>Average temperature.</td>
</tr>
<tr>
<td>Wind Speed High</td>
<td>m/s</td>
<td>High wind speed.</td>
</tr>
<tr>
<td>Wind Speed Low</td>
<td>m/s</td>
<td>Low wind speed.</td>
</tr>
<tr>
<td>Wind Speed Average</td>
<td>m/s</td>
<td>Average wind speed.</td>
</tr>
<tr>
<td>Wind Gust High</td>
<td>m/s</td>
<td>High gusts of wind.</td>
</tr>
<tr>
<td>Wind Gust Low</td>
<td>m/s</td>
<td>Low gusts of wind.</td>
</tr>
<tr>
<td>Wind Gust Average</td>
<td>m/s</td>
<td>Average gusts of wind.</td>
</tr>
<tr>
<td>Wind Direction</td>
<td>deg</td>
<td>Wind Direction.</td>
</tr>
<tr>
<td>Dew Point High</td>
<td>°C</td>
<td>High dew point temperature.</td>
</tr>
<tr>
<td>Dew Point Low</td>
<td>°C</td>
<td>Low dew point temperature.</td>
</tr>
<tr>
<td>Dew Point Average</td>
<td>°C</td>
<td>Average dew point temperature.</td>
</tr>
<tr>
<td>Wind Chill High</td>
<td>°C</td>
<td>High wind chill temperature.</td>
</tr>
<tr>
<td>Wind Chill Low</td>
<td>°C</td>
<td>Low wind chill temperature.</td>
</tr>
<tr>
<td>Wind Chill Average</td>
<td>°C</td>
<td>Average wind chill temperature.</td>
</tr>
<tr>
<td>Heat Index High</td>
<td>°C</td>
<td>High heat index temperature.</td>
</tr>
<tr>
<td>Heat Index Low</td>
<td>°C</td>
<td>Low heat index temperature.</td>
</tr>
<tr>
<td>Heat Index Average</td>
<td>°C</td>
<td>Average heat index temperature.</td>
</tr>
<tr>
<td>Pressure Maximum</td>
<td>hPa</td>
<td>Maximum atmospheric pressure.</td>
</tr>
<tr>
<td>Pressure Minimum</td>
<td>hPa</td>
<td>Minimum atmospheric pressure.</td>
</tr>
<tr>
<td>Pressure Trend</td>
<td>hPa</td>
<td>Difference of atmospheric pressure between subsequent measurements.</td>
</tr>
<tr>
<td>Precipitation Rate</td>
<td>mm/h</td>
<td>Rate of precipitation.</td>
</tr>
<tr>
<td>Precipitation Total</td>
<td>mm</td>
<td>Total amount of precipitation.</td>
</tr>
</tbody>
</table>
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