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Abstract. Most approaches to information filtering taken so far have the under-
lying hypothesis of potentially delivering notifications from every information
producer to subscribers; this exact information filtering model creates efficiency
and scalability bottlenecks and incurs a cognitive overload to the user. In this
work we put forward a distributed agent-based information filtering approach that
avoids information overload and scalability bottlenecks by relying on approx-
imate information filtering. In approximate information filtering, the user sub-
scribes to and monitors only carefully selected data sources, to receive interest-
ing events from these sources only. In this way, system scalability is enhanced by
trading recall for lower message traffic, information overload is avoided, and in-
formation producers are free to specialise, build their subscriber base and charge
for the delivered content. We define the specifics of such an agent-based architec-
ture for approximate information filtering, and introduce a novel agent selection
mechanism based on the combination of resource selection, predicted publishing
behaviour, and information cost to improve publisher selection. To the best of our
knowledge, this is the first approach to model the cost of information in a filtering
setting, and study its effect on retrieval efficiency and effectiveness.

1 Introduction

Much information of interest to humans is available today on the Web, making it ex-
tremely difficult to stay informed without sifting through enormous amounts of infor-
mation. In such a dynamic setting, information filtering (IF), also referred to as pub-
lish/subscribe, continuous querying, or information push, is equally important to one-
time querying, since users are able to subscribe to information sources and be notified
when documents of interest are published. This need for content-based push technolo-
gies is also stressed by the deployment of new tools such as Google Alert. In an IF
scenario, a user posts a subscription (or continuous query) to the system to receive
notifications whenever certain events of interest take place (e.g., when a document on
Special Olympics becomes available). Since in an IF scenario the data is originally
highly distributed residing on millions of sites (e.g., with people contributing to blogs,
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news portals, social networking feeds), a distributed approach seems an ideal candidate
for such a setting.

In this work we put forward ABIS (Agent-Based Information filtering System), a
novel agent-based architecture that supports content-based approximate information fil-
tering. While most exact information filtering approaches [32,15,14,34,1,27,8] taken so
far have the underlying hypothesis of potentially delivering notifications from every in-
formation producer, ABIS relaxes this assumption by monitoring only selected sources
that are likely to publish documents relevant to the user’s interests in the future. In
ABIS, a user subscribes with a continuous query and monitors only the most interest-
ing sources in the system, to receive published documents from these sources only. The
system is responsible for managing the user query, discovering new potential sources
and moving queries to better or more promising publishers. Approximate IF improves
the scalability issues of exact IF by trading recall for lower message traffic, avoids in-
formation overload to the user, by allowing him to receive selected notifications from
selected publishers, and proves an interesting business model for pricing information
goods delivered by information producers. In approximate IF, each information pro-
ducer might have its own customer base of interested subscribers, and may charge the
delivered content by subscription or per item. Notice that this is not possible in the
case of exact IF, since information consumers receive all matching notifications, from
all producers, while to facilitate the distribution of the service, no notion of ownership
control and publisher quality is employed. Finally, notice that system throughput and
notification latency in exact IF depend heavily on publication size (which is usually
large for textual IF). On the other hand, approximate IF is not affected by publication
size (as there is no notion of information dissemination at publication time) and of-
fers one-hop latency, since each publisher maintains its own database of subscribers.
The interested reader is referred to [36] for an insightful comparison of exact and
approximate IF.

As possible application scenarios for ABIS consider the case of news filtering (but
with the emphasis on information quality rather than timeliness of delivery) or blog
filtering where users subscribe to new posts. Not only do these settings pose scalabil-
ity challenges, but they would also incur an information avalanche and thus cognitive
overload to the subscribed users, if the users were alerted for each and every new docu-
ment published at any source whenever this matched a submitted continuous query. Our
approximate IF approach ranks sources, and delivers matches only from the best ones,
by utilising novel publisher selection strategies. These strategies take into consideration
the quality of the information publisher, based on per-publisher statistics, and the price
of information as this is set by the publisher. Despite the utilisation of a Distributed
Hash Table (DHT) [31] to maintain publisher statistics, notice that our architecture can
also be realised in other settings, like a single coordinator agent monitoring a number of
distributed sources, or a cloud-based multi-agent system providing an alerting service.

To the best of our knowledge, this is the first approach that aims at connecting system
efficiency and effectiveness with the cost component, and puts economic modelling in
the picture of distributed IF. In the light of the above, the contributions presented in this
work are threefold:
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– We define an agent-based architecture and its related protocols to support approx-
imate IF functionality in a distributed multi-agent environment. This is the first
approach to model approximate IF in an agent-based setting.

– We show that traditional resource selection strategies are not sufficient in approxi-
mate IF, and devise a novel method to rank publishers according to their expertise,
their predicted publishing behavior (based on time-series analysis of IR metrics)
and the price of the information goods they publish. This method allows us to
achieve high recall, while monitoring only a small number of publishers.

– We study the effect of introducing a price component in an IF setting and exper-
imentally demonstrate that price of information is a key element, that may have
an significant effect on recall observed by the subscribers. Our modelling utilises
concepts such as correlation between the quality/expertise of the publisher and the
price it charges for information goods, computation of this price depending on the
demand, and charging agents for utilisation of resources such as local agent and
network utilisation.

In previous work, we have compared exact and approximate information filtering in
[36,44], applied approximate IR and IF to the digital library domain [46], and inves-
tigated different time series analysis methods [45]. The current paper extends the core
ideas behind approximate IF in a multi-agent architecture, and emphasises the price
component and its effect on system effectiveness and efficiency.

The rest of the paper is organised as follows. Related work is discussed in Section 2.
Section 3 presents the ABIS architecture, implemented services and agent protocols,
while Section 4 introduces our agent selection method. Experimental results are pre-
sented in Section 5, and Section 6 concludes this paper.

2 Related Work

In this section we discuss related work in the context of pricing information goods in
agent-based systems, and IF in distributed (e.g., multi-agent, P2P) environments.

2.1 Pricing of Information in Agent-Based Models

Information has the property of non-rivalrous consumption, contrary to other goods
such as cars and apples that need to be produced individually in order to be consumed
individually, and once purchased are removed from the market for subsequent buyers.

One distinct feature of information goods is that they have large fixed costs of pro-
duction, and small variable costs of reproduction, which makes value-based more ap-
propriate than cost-based pricing [40]. Different consumers may have radically different
values for the same information good, so techniques for differential pricing become very
important. The best known form of differential pricing is called quality discrimination
or versioning [39]. Using versioning, the producer will divide the consumers into dif-
ferent groups according to their willingness to pay, or choose the price of the versions
and their compelling features to induce the consumers to “self select" into appropriate
categories [40].
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Different pricing strategies are relevant for different disciplines and applications. It
is important to be aware of the fact that not all services will necessarily be provided to
all users. In [19] a thorough analysis on database pricing strategies is carried out, and
different strategies (such as connect-time pricing, per-record charge, and value-based
pricing) are identified and compared. In [21] complex adaptive systems are used to anal-
yse pricing decisions in an industry with products that can be pirated, while [7] looks
into pricing models for information from Bloomberg, Reuters and Bridge, and presents
the advantages of subscription, two-tier pricing schemes (flat fee for subscription and
then a small charge for every item ordered) and n-tier pricing schemes.

Available research also offers a variety of models that can be used to study the cost
of transactions between agents in a market model. [18] models the cost of a product
on two dimensions: a price for the product itself and a transaction cost. The transaction
cost also has two components: a component that is correlated to the amount of data
that needs to be transported through the network and a component that is based upon
changes in quantities ordered. Along the same line, [38,41] discuss incentives for dif-
ferent pricing schemes for information goods, distinguishing between pure competitive
markets (several producers of an identical commodity) and markets where producers
have market power. In [13] the problem of using services provided from other agents is
considered, while [11] presents a case-study on file-transfer and focuses on the utilisa-
tion factor of the links between agents.

2.2 Distributed Information Filtering

Research on distributed processing of continuous queries has its origins in SIENA [4],
and extensions on the core ideas of SIENA, such as DIAS [22] and P2P-DIET [23,17].

With the advent of DHTs such as CAN, Chord and Pastry, a new wave of pub-
lish/subcribe systems has appeared. Scribe [30], Hermes [27], HYPER [42], Meghdoot
[15], PeerCQ [14], and many others [36,1,44,8,34] utilised a DHT to build a content-
based system for processing continuous queries.

Many systems also employed an IR-based query language to support information
filtering on top of structured overlay networks have been deployed. DHTrie [34], Ferry
[43], and [2], extended the Chord protocol [31] to achieve exact information filtering
functionality and applied document-granularity dissemination to achieve the recall of
a centralised system. In the same spirit, LibraRing [33] presented a framework to pro-
vide information retrieval and filtering services in two-tier digital library environments.
Similarly, pFilter [32] used a hierarchical extension of the CAN DHT [29] to store user
queries and relied on multi-cast trees to notify subscribers. In [1], the authors show
how to implement a DHT-agnostic solution to support prefix and suffix operations over
string attributes in a publish/subcribe environment.

Information filtering and retrieval have also been explored in the context of multi-
agent systems. In [28] the design of a distributed multi-agent information filtering
system called D-SIFTER is presented, and the effect of inter-agent collaboration on
filtering performance is examined. In [24], a peer-to-peer architecture for agent-based
information filtering and dissemination, along with the associated data models and lan-
guages for appropriately expressing documents and user profiles is presented. Finally,
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the MAWS system [16] utilises mobile agents to reduce the volume of irrelevant links
returned by typical search engines.

Query placement, as implemented in exact information filtering approaches such as
[1,32,34], is deterministic, and depends upon the terms contained in the query and the
hash function provided by the DHT. These query placement protocols lead to filtering
effectiveness of a centralised system. Compared to a centralised approach, [1,32,34]
exhibit scalability, fault-tolerance, and load balancing at the expense of high message
traffic at publication time. In ABIS however, only the most promising agents store a
user query and are thus monitored. Publications are only matched against its local query
database, since, for scalability reasons, no publication forwarding is used. Thus, in the
case of approximate filtering, the recall achieved is lower than that of exact filtering,
but document-granularity dissemination to the network is avoided.

3 Services and Protocols in ABIS

In this section we present the services implemented in ABIS and the respective proto-
cols that regulate agent interactions.

3.1 Types of Services

Within the multi-agent system we can distinguish between three types of services: a di-
rectory service, a publication service and subscription service. All agents in ABIS imple-
ment the directory service, and one or both of the publication and subscription service,
depending whether they want to act as information producers, consumers or both.

Directory Service. The directory service manages aggregated statistical meta-
information about the documents that are offered by publishers (i.e., aggregated sta-
tistical information for terms, prices per document). The role of this service is to serve
as a global meta-data index about the documents and the prices available on the market.
This index is partitioned among all agents in ABIS and is utilised by the subscribers
to determine which publishers are promising candidates to satisfy a given continuous
query in the future. There are different alternatives to implementing this type of direc-
tory, ranging from centralised solutions that emphasise accuracy in statistics and rely
on server farms, to two-tier architectures. In our approach, we utilise a distributed di-
rectory of agents organised under a Chord DHT [31] to form a conceptually global,
but physically distributed directory. The directory manages the statistics provided by
the publishers in a scalable manner with good properties regarding system dynamics
(e.g., churn). The DHT is used to partition the term space, such that every agent is re-
sponsible for the statistics of a randomised subset of terms within the directory. Hence,
there is a well defined directory agent responsible for each term (through the DHT hash
function).

Publication Service. The publication service is implemented by information produc-
ers (e.g., digital libraries or agents with local crawlers that perform focused crawling
at portals of their interest) or users that are interested in selling their content. The pub-
lishers do not a priori know how much a subscriber is willing to pay for information
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from his domain. In an ideal model the publishers will adjust the price according to
the demand from the market: when a publisher is overloaded with requests, he would
increase the price for the information he is offering. An agent implementing only the
publication service creates meta-data for the resources it stores and uses the directory
service to offer them to the rest of the network.

Each publisher exposes its content to the directory in the form of per-term statis-
tics about its local index. These posts contain contact information about publishers,
together with statistics to calculate quality measures and prices for a given term (e.g.,
frequency of occurrence). Typically, such statistics include quality measures to sup-
port the publisher ranking procedure carried out by subscribers, and are updated after
a certain number of publications occurs. Finally, publishers are responsible for locally
storing continuous queries submitted by subscribers and matching them against new
documents they publish.

Subscription Service. The agents implementing the subscription service are infor-
mation consumers, which subscribe to publications and receive notifications about re-
sources that match their interests. The goal of the subscribers is to satisfy their long-term
information needs by subscribing to publishers that will publish interesting documents
in the future. A subscriber has access to all prices set by publishers for certain resource
types through the directory service, and the subscribers are free to choose the best offer
from the market that suits their needs and budget. To do so, subscribers utilise directory
statistics to score and rank publishers, based on appropriate publisher selection and be-
haviour prediction strategies, as well as on the actual price of the requested item and
the budget of the agent as we will discuss in following sections. To follow the changes
in the publishing behaviour of information producers, subscribers periodically re-rank
publishers by obtaining updated statistics from the directory, and use the new publisher
ranking to reposition their continuous queries.

3.2 The ABIS Protocols

All agents implementing the aforementioned services follow a specific protocol to facil-
itate message exchange in a scalable way. Below we describe the protocols that facilitate
agent interaction, for each one of the described services.

The Directory Protocol. The directory service manages aggregated information about
each agent’s local knowledge in a compact form. Every agent is responsible for the
statistics for a randomised subset of terms within the directory. To keep the statistics
up-to-date, each agent distributes per-term summaries of its local index along with its
contact information. For efficiency reasons, these messages are piggy-backed to DHT
maintenance messages and batching is used.

To facilitate message sending between agents we will use the function SEND(msg, I)
to send message msg to the agent responsible for identifier I. Function SEND() is similar
to the Chord function LOOKUP(I) [31], and costs O(logN) overlay hops for a network
of N agents. In ABIS, every publisher uses POST messages to distribute per-term statis-
tics. This information is periodically updated (e.g., every k time units or every k publi-
cations) by the publisher agent, in order to keep the directory information as up-to-date
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as possible. Let us now examine how a publisher agent P updates the global directory.
Let T = {t1,t2, . . . ,tk} denote the set of all terms contained in all document publications
of P occurring after the last directory update. For each term ti, where 1 ≤ i ≤ k, P com-
putes the maximum frequency of occurrence of term ti within the documents contained
in P’s collection (t f max

ti ), the number of documents in the document collection of P that
ti is contained in (d fti), and the size of the document collection cs. Having collected
the statistics for term ti, P creates message POST(id(P), ip(P), t f max

ti ,d fti ,cs, ti), where
id(P) is the identifier of agent P and ip(P) is the IP address of P. P then uses func-
tion SEND() to forward the message to the agent responsible for identifier H(ti) (i.e.,
the agent responsible for maintaining statistics for term ti). Once an agent D receives
a POST message, it stores the statistics for P in its local post database to keep them
available on request for any agent.

Finally, notice that the directory service does not have to use Chord, or any other
DHT; our architecture allows for the usage of any network structure given that the
necessary information (i.e., the per-agent IR statistics) is made available through appro-
priate protocols to the rest of the services.

The Subscription Protocol. The subscription service is implemented by agents that
want to monitor specific information producers. This service is critical since it is re-
sponsible for selecting the publishers that will index a query. This procedure uses the
directory service to discover and retrieve the publishers that have information on a given
topic. Then a ranking of the potential sources is performed and the query is send to top-k
ranked publishers. Only these publishers will be monitored for new publications.

Let us assume that a subscriber agent S wants to subscribe with a multi-term query
q of the form t1t2 . . . tk with k distinct terms. To do so, S needs to determine which
publishers in the network are promising candidates to satisfy the continuous query with
appropriate documents published in the future. This publisher ranking can be decided
once appropriate statistics about data sources are collected from the directory, and a
ranking of the publishers is calculated based on the agent selection strategy described
in Section 4.

To collect statistics about the data publishers, S needs to contact all directory agents
responsible for the query terms. Thus, for each query term ti, S computes H(ti), which
is the identifier of the agent responsible for storing statistics about other publishers
that publish documents containing the term ti. Subsequently, S creates message COL-
LECTSTATS(id(S), ip(S),ti), and uses the function SEND() to forward the message in
O(logN) hops to the agent responsible for identifier H(ti). Notice that the message con-
tains ip(S), so its recipient can directly contact S.

When a agent D receives a COLLECTSTATS message asking for the statistics of term
ti, it searches its local post store to retrieve the agent list Li of all posts of the term.
Subsequently, a message RETSTATS(Li, ti) is created by D and sent to S using its IP
found in the COLLECTSTATS message. Once S has collected all the agent lists Li for the
terms contained in q, it utilises an appropriate scoring function score(n,q) to compute
a agent score with respect to q, for each one of the agents n contained in Li. Based on
the score calculated for each publisher, a ranking of publishers is determined and the
highest ranked agents are candidates for storing q.
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Subsequently, S selects the highest ranked publishers that will index q. Thus, only
publications occurring at those publishers will be matched against q and create appro-
priate notifications. Agents publishing documents relevant to q, but not indexing q, will
not produce any notification for it, since they are not aware of q. Since only selected
agents are monitored for publications, the publisher ranking function becomes a criti-
cal component, which will determine the final recall achieved. This ranking function is
discussed in detail in the next section.

Once the agents that will store q have been determined, S constructs message IN-
DEXQ(id(S), ip(S),q) and uses the IP addresses associated with the agent to forward
the message to the agents that will store q. When a publisher P receives a message
INDEXQ containing q, it stores q using a local query indexing mechanism such as [35].

Filtering and agent selection are dynamic processes, therefore a periodic query repo-
sitioning, based on user-set preferences, is necessary to adapt to changes in publisher’s
behaviour. To reposition an already indexed query q, a subscriber would re-execute the
subscription protocol, to acquire new publisher statistics, compute a new ranking, and
appropriately modify the set of agents indexing q.

Publication and Notification Protocol. The publication service is employed by users
that want to expose their content to the network. A publisher P utilises the directory to
update statistics about the terms contained in the documents it publishes. All queries
that match a published document produce appropriate notifications to interested sub-
scribers.

According to the above, the procedure followed by P at publication time is as fol-
lows. When a document d is published by P, it is matched against P’s local query
database to determine which subscribers should be notified. Then, for each subscriber
S, P constructs a notification message NOTIFY(id(P), ip(P),d) and sends it to S using
the IP address associated with the stored query. If S is not on-line at notification arrival,
then P utilises function SEND() to send the message through the DHT, by using the
id(S) also associated with q. In this way, S will receive the message from its successor
upon reconnection. Notice that agents publishing documents relevant to a query q, but
not storing it, will produce no notification.

4 Publisher Ranking Strategy

To select which publishers will be monitored, the subscription protocol of Section 3.2
uses a scoring function to rank publisher agents according to quality and price. In this
section we quantify these concepts, and give the rationale between our choices.

4.1 Quality vs Price

The publisher ranking strategy is a critical component, since it decides which publishers
will store a continuous query. Contrary to exact information filtering, where the system
would deliver all events matching a subscription, in approximate information filtering a
subscriber registering with a continuous query q has to decide which publishers are the
most promising candidates for satisfying q, as he will receive events that match q only
from those publishers.
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To make an informed selection on the publishers, a subscriber agent ranks them
based on a combination of publisher quality and price quoted for the specific type of
information. This combination describes the benefit/cost ratio and allows the subscriber
to assign a score to every publisher. Empirical studies have shown that price and quality
are the two key determinants of the consumer’s choice to buy or not a product [9]. The
score for each publisher is computed as follows:

score(P,q) = (1−α) ·quality(P,q)−α · price(P,q) (1)

In Equation 1, quality(P,q) denotes how relevant P is to the continuous query q, while
α is a tunable parameter that affects the balance between the importance of price over
quality. The price(P,q) component in Equation 1 refers to the price a publisher is quot-
ing for published documents matching a continuous query q. The publishers are com-
puting the price on demand according to their popularity and the popularity of their
documents. The price has the same domain as quality for allowing their use within the
same formula, and is recomputed whenever the popularity of the publisher changes (i.e.,
a new continuous query is stored at the publisher). In the experimental section we study
the price in different scenarios, and show the effect on recall when the price choice is (i)
random, (ii) strongly correlated with quality, and (iii) partially correlated with quality.

4.2 Calculating Publisher Quality

To assess the quality of the information producer, as required in Equation 1, the sub-
scriber uses a combination of resource selection and behaviour prediction as shown
below:

quality(P,q) = γ · sel(P,q)+ (1− γ) · pred(P,q) (2)

The functions sel(P,q) and pred(P,q) are scoring functions based on resource selection
and publication prediction methods respectively that assign a score to a publisher P with
respect to a query q. The tunable parameter γ affects the balance between authorities
(high sel(P,q) scores) and agents with potential to publish matching documents in the
future (high pred(P,q) scores). Based on these scores, a score representing the quality
of a publisher is determined.

To show why an approach that scores publishers based only on resource selection
is not sufficient, and to give the intuition behind publisher behaviour prediction, con-
sider the following example. Assume an agent A1 that is specialised and has become
an authority in sports, but publishes no relevant documents any more. Another agent
A2 is not specialised in sports, but is currently crawling a sports portal, and publishing
documents from it. Imagine a user who wants to stay informed about the 2011 Spe-
cial Olympics, and subscribes with the continuous query 2011 Special Olympics. If the
ranking function solely relies on resource selection, agent A1 would always be chosen
to index the user’s query (since it was a sports authority in the past), despite the fact
that it no longer publishes sports-related documents. On the other hand, to be assigned
a high score by the ranking function, agent A2 would have to specialise in sports – a
long procedure that is inapplicable in a filtering setting which is by definition dynamic.
The fact that resource selection alone is not sufficient is even more evident in the case
of news items. News items have a short shelf-life, making them the worst candidate for
slow-paced resource selection algorithms.
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Behaviour Prediction. To predict the publishing behaviour of an agent, we model IR
statistics maintained in the distributed directory as time-series data and use statistical
analysis tools [5] to model publisher behaviour. Time-series techniques predict future
values based on past observations and differ in (i) their assumptions about the internal
structure of the time series (e.g., whether trends and seasonality are observed) and (ii)
their flexibility to put more emphasis on recent observations. Since the IR statistics we
utilise exhibit trends, for instance, when agents successively crawl sites that belong to
the same/different topics, or, gradually change their thematic focus, the employed time
series prediction technique must be able to deal with trends. Furthermore, in our sce-
nario we would like to put more emphasis on an agent’s recent behaviour and thus assign
higher weight to recent observations when making predictions about future behaviour.
For the above reasons we chose double exponential smoothing (DES) as our prediction
technique, since it supports decreasing weights on observed values and allows for trend
in the series of data.

The function pred(P,q) returns a score for a publisher P that represents the likelihood
of publishing documents relevant to query q in the future. Using the DES technique de-
scribed above, two values are predicted. Firstly, for all terms t in query q, we predict
the value for d fP,t (denoted as d f ∗P,t), and use the difference (denoted as δ(d f ∗P,t)) be-
tween the predicted and the last value obtained from the directory to calculate the score
for P (function δ() stands for difference). Value δ(d f ∗P,t) reflects the number of rele-
vant documents that P will publish in the next period. Secondly, we predict δ(cs∗) as
the difference in the collection size of agent P reflecting the agent’s overall expected
future publishing activity. We thus model two aspects of the publisher’s behaviour: (i)
its potential to publish relevant documents in the future (reflected by δ(d f ∗P,t)), and (ii)
its overall expected future publishing activity (reflected by δ(cs∗)). The time series of
IR statistics that are needed as an input to our prediction mechanism are obtained using
the distributed directory. The predicted behaviour for agent P is quantified as follows:

pred(P,q) = ∑
t∈q

log
(
δ(d f ∗P,t)+ log(δ(cs∗P)+ 1)+ 1

)
(3)

In the above formula, the publishing of relevant documents is more accented than the
dampened publishing rate. If an agent publishes no documents at all, or, to be exact, the
prediction of δ(d f ∗P,t) or δ(cs∗P) is 0 then the pred(P,q) value is also 0. The addition of
1 in the log formulas yields positive predictions and avoids log(0).

Resource Selection. The function sel(P,q) returns a score for a publisher P and a query
q, and is calculated using standard resource selection algorithms from the IR literature,
such as tf-idf based methods, CORI or language models (see [26] for an overview).
Using sel(P,q) we identify authorities specialised in a topic, which, as argued above,
is not sufficient for our IF setting. In our implementation we use an approach based on
document frequency (d f ), and maximum term frequency (t f max). The values of sel(P,q)
for all query terms t are aggregated as follows:

sel(P,q) = ∑
t∈q

β · log(d fP,t)+ (1−β) · log
(
t f max

P,t

)
(4)
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The value of the parameter β can be chosen between 0 and 1 and is used to emphasise
the importance of d f versus t f max. Experiments with resource selection have shown
that β should be set around 0.5.

4.3 Economic Modelling of ABIS

In this section we analyse the economic modeling of ABIS and review the basic as-
sumptions and expectations from such a modelling.

Usefulness of the information goods received by a subscriber, is a qualitative crite-
rion, that is difficult to model. In ABIS we model usefulness by matching interest, i.e.,
by assuming that all received documents relevant to the requested topic are useful to
the subscriber, and do not discuss issues such as novelty and coverage of information,
or user effort. In our modelling, after a subscriber acquires a history of transactions
with certain publishers it develops an affect for some of the publishers. Affect can be
modelled in various ways, depending on the task at hand, and can be either positive
or negative (as in e.g., [10] where affect causes a “preference shock" to the consumers
that buy only from a certain manufacturer). In ABIS, an information consumer does not
know the quality of the information goods, but he uses the affect developed from previ-
ous transactions to approximate it. Subsequently, he compares the values of information
quality to the expected values and update its affect [25].

The costs in ABIS are results of agent actions [18], such as transactions (e.g., un-
subscribing from a publisher and subscribing to another, changing a submitted query),
network communication, and use of common infrastructure (e.g., the directory service).
Since each agent may play a dual role both as a publisher and a subscriber, it will
naturally try to maximise his revenue, and the utility of the received resources, while
minimising expenses that occur due to publication or subscription actions. In general,
the information market in the ABIS system is not a pure competitive market [38] since
the subscribers do not know in advance the exact quality of the information they are
buying. The ABIS system resembles the modelling of a team of sales people [37]. In
this model agents would try to collaborate with others in order to get their expertise for
a (cross/up) sale. After deciding which agents to collaborate with, it will be possible to
model the gap between the initial expectations and the actual actions of the agent. In
[12] it is shown that this gap is smaller in a competitive relationship compared to that
of a cooperative relationship. As in many cooperative environments each agent usu-
ally retains its connections with the other agents, while also being free to explore new
mutually beneficial connections.

The main goal of this agent-based modelling is to study the influence of the cost
component on the quality of received resources, study the interactions between agents
that are trying to maximise the benefits of information flow, and gain insights about the
activity and the behaviour of the publishers and subscribers.

5 Experimental Evaluation

In this section we present our findings regarding the introduction of cost in information
goods, and how it affects the effectiveness of an information filtering system. We study
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the behaviour of the ABIS system using different publishing scenarios, while varying
the correlation between price, quality and customer demand.

5.1 Experimental Setup

To conduct each experiment described in the next sections the following steps are exe-
cuted. Initially the network is set up and the underlying Distributed Hash Table (DHT)
is created. Then, subscribers use the ranking function based on resource selection, pre-
dicted publishing behaviour and cost of information to decide which are the best pub-
lishers subscribe to. Subsequently, they utilise the subscription protocol described in
detail in Section 3.2 to subscribe to the selected publishers. Once the queries are stored,
the documents are published to the network and at certain intervals (called rounds)
queries are repositioned, and new documents are published.

Evaluation Metrics. To measure the effect of cost in information filtering, and com-
pare between cases of IF with and without monetary flow in ABIS, we utilise the fol-
lowing metrics:

– Messages. We measure the number of directory, subscription and notification mes-
sages in the system to perform the filtering task at hand.

– Recall. We measure recall by computing the ratio of the total number of notifica-
tions received by subscribers to the total number of published documents matching
subscriptions. In experiments we consider the average recall computed over all
rounds (i.e., for the complete experiment).

– Ranking. We use an extension of Spearman’s footrule distance to compare rank-
ings of publishers calculated by subscribers. This metric allows us to compare two
different publisher rankings by calculating the distance between the elements in
two ranking lists. In our extension of Spearman’s metric, if an element from list A
is not present in list B, it is considered as being in the last available position in B.

System Parameters. There is a number of system parameters that regulate agent be-
havior and had to be determined and set. Due to space considerations the procedure and
experimentation of finding the optimal values for these parameters is omitted and the
interested reader is referred to [44]. One such key parameter is the percentage of the
available publishers that a subscriber can follow. When all publishers are monitored,
then recall is 100%, and our approach degenerates to exact filtering. Exact informa-
tion filtering will always give the best result with regard to recall, but also incur high
message traffic to the system and cost to the subscriber. On the other hand, when using
a random selection of publishers, monitoring k% of publishers will typically result in
recall around k%. To achieve higher than k%, the publisher ranking strategy presented
in Section 4 is employed. Additionally, parameter γ in Equation 2 controls the balance
between resource selection and behavior prediction; a value of γ close to 0 emphasises
behavior prediction, while values close to 1 emphasise resource selection. In previous
work [44], we determined that monitoring around 10% of publishers, and setting the
value of γ to 0.5 represents a good trade-off between recall and message overhead. Ad-
ditionally, both coefficients used in the double exponential smoothing were set to 0.5,
as in [45].
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Finally, for deciding the budget per agent, we relied to studies on budget distribution
and spending for a variety of cases, ranging from family budgets to consumer budgets
[20,6]. The main conclusions drawn from these studies are that (i) budget distribu-
tion follows a power law, with a small percentage of families/consumers having a high
yearly budget, and a large percentage of the families being in the (long) tail of the distri-
bution, with a low budget, and (ii) the percentage of the income spend on (information)
goods does not vary with the budget. According to [3] and the above remarks, we di-
vided the agents into three classes: low budget agents, average budget agents, and high
budget agents. 60% of the agents are part of the low budget class, 30% of the agents
have an average budget, and 10% belong to the high budget agent class. Subsequently,
we experimentally computed a budget that would allow the information consumers to
subscribe to all top-k publishers, and allowed the low budget agents to have 60%, the
medium budget agents to have 80% and the high budget agents to have 120% of this
ideal budget.

Documents and Queries. The document collection contains over 2 million documents
from a focused Web crawl categorised in one of ten categories: Music, Finance, Arts,
Sports, Natural Science, Health, Movies, Travel, Politics, and Nature. The overall num-
ber of corpus documents is 2,052,712. The smallest category consists of 67,374 doc-
uments, the largest category of 325,377 documents. The number of distinct terms after
stemming adds up to 593,876.

In all experiments, the network consists of 1,000 agents containing 300 documents
each in their initial local collection. Each agent is initialised with 15% random, 10%
non-categorised, and 75% single category documents, resulting in 100 specialised agents
for each category. Using the document collection, we construct continuous queries con-
taining two, three or four query terms. Each of the query terms selected is a strong
representative of a document category (i.e., a frequent term in documents of one cate-
gory and infrequent in documents of the other categories). Example queries are music
instrument, museum modern art, or space model research study.

5.2 Varying the Price-Quality Correlation

In this experiment we aimed at observing the behaviour of the system when we varied
the correlation between the price and quality of publisher. In this experiment, 100%
correlation between price and publisher quality, means that the better the quality of
the publisher, the higher the price it charges for publications. In this case quality can be
easily forecasted and consumers will know that the information goods will be expensive
but useful to them. The other extreme in this correlation is when prices have no (0%)
correlation with quality, and are chosen randomly. In the case of 75% (respectively
50% and 25%) correlation between price and quality, we modelled the correlation, as
the likelihood that a publisher sells 25% (respectively 50% and 75%) of the information
goods underpriced up to 20% of the initial value, and 75% (respectively 50% and 25%)
overpriced up to 10% of the initial value.

In Figure 1(a) the achieved recall of the system for different values of α and differ-
ent price-quality correlations is shown. The first observation emanating from this graph
is that the introduction of a price component reduces the observed recall of the sys-
tem (notice that recall has the highest values for a = 0, i.e., not pricing involved in the
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Fig. 1. Recall against α and price-quality correlations

ranking of publishers). This is an important result, showing that when information pub-
lishers charge for information, consumers trade quality subscriptions for cheaper ones.
Notice also that in all cases of price-quality correlation, recall is retained high, as long
as it plays the most important role in the ranking (α < 50%). This was also expected,
since when price is of importance, consumers will choose cheaper publishers, leading
to a reduction in the observed recall. Additionally, when the price is the only ranking
criterion for information consumers (a = 1), recall is close to that of a random choice
of publishers (remember that agents monitor only 10% of publishers in the system).

Another observation is that the correlation between the price set by the publisher and
its actual quality, plays (as expected) an important role only when price and quality are
equally important. When one of the two components becomes dominant in the ranking
function, it outweighs the effect of the other. This is also in accordance with our expec-
tations, since when price comes into the picture, quality is sacrificed to reduce costs,
or increase the received publications. These observations are best shown in Figure 1(b)
where recall for varying the value of price-quality correlation and three different values
of α is presented. Finally, notice that the small variation in the observed recall and agent
behavior between different price-quality correlations, is also partly due to the modelling
of ABIS as a closed system, where monetary flow is limited through the budgets of the
agents, since no new wealth is produced.

Figure 2(a) shows the difference in publisher rankings when varying α and for differ-
ent price-quality correlations. The difference in the ranking of publishers is measured
using an extension of Spearman’s footrule metric. To produce a point in the graph we
compare the list of publishers ranked by a subscriber when no cost is introduced, and
the same list when we introduce cost with the given value for α. This is performed
for all the subscribers in the system, and the average metric is calculated. The first ob-
servation emanating from the graph is that for α = 0, all price-quality correlations are
naturally zero, since no cost is associated with the information goods, and thus the lists
compared are identical. Another observation, is that when α is increasing, i.e., price
becomes more important in the ranking process, Spearman’s metric increases too, as
publishers with high quality get lower positions in the ranking, while publishers with
lower quality (but cheaper) are ranked high. Additionally, notice that the difference in
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Fig. 2. Publisher rankings and behaviors against α

recall observed in Figure 1, is also partially depicted here as difference in the ranking
of the information producers. Finally, when the price of a publisher has no association
with the quality of its documents (random price setting), the difference in the ranking
of publishers is about 40% higher, than the case of price and quality being correlated
(leftmost points in the graph).

5.3 Varying the Publishing Behaviour

In this section we look into recall and how this is affected by different publishing be-
haviours, when varying the importance of information cost in the system. The publish-
ing behavior of agents is modelled using two different scenarios: consistent publishing
and category change, that represent the two extremes of publishing behaviours.

Consistent publishing. In the consistent publishing scenario, the publishers maintain
their specialisation, by disregarding market conditions, even if this results in very
low revenue.

Category change. In the category change scenario, publishers change their topic of
specialisation over time based on changes in consumer behaviour, revenue and mar-
ket conditions. In this scenario, a publishing agent initially publishes documents
from one category, and switches to a different category after a number of rounds,
to simulate changes in portfolio contents or business strategies.

As we can observe in Figure 2(b), in both scenarios, the system reaches the highest
recall when no price component is added (leftmost point in the graph), while as cost of
information gains importance, the observed recall drops, since agents seek for cheaper
publishers. A second observation, is that the consistent publishing scenario is less af-
fected by the introduction of the price component, and achieves significantly higher
recall as α increases. This happens because in this scenario, publishers have build up
an expertise, and since this expertise is not changed, the quality component increases,
leading to the ranking of these publishers high in the list. Contrary, when publishers
change their area of focus, the observed recall of the system falls, since subscribers are
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Fig. 3. Message traffic against α and price-quality correlations

not able to correlate price and quality for the publishers (see also Section 5.2). This ob-
servation resembles the case of companies that have to allocate a marketing budget to
convince consumers about a new product. Here, the publishers change their publishing
behaviour to sell a new product (i.e., a new topic) and the old customers walk away,
resulting in recall reduction.

5.4 System Performance

In this series of experiments we targeted the system performance in terms of message
traffic. In Figure 3(a) we present the message traffic per agent (subscription and noti-
fication messages) incurred in the system when varying α. In this graph we see that
the number of messages per agent is reduced, as the price component is emphasised.
This can be explained as follows. As subscribers utilise the price component to rank
publishers, they choose publishers of lower quality and price. This, as we also observed
in the previous sections, results in a reduction in the observed recall, since subscribers
receive less notifications, as they subscribe to non-expert publishers. On the other hand
expert publishers have a smaller customer base, and are thus forced to notify fewer
subscribers. The interested reader is also referred to [44], where we demonstrated that
recall and message traffic are interconnected.

Figure 3(b) demonstrates the total amount traffic observed in the system, and how
this traffic is split in the various message categories, as the price-quality correlation is
varied. As expected the directory traffic dominates the messaging load of the system,
as necessary messages with agent statistics and prices are disseminated. Notice that
directory traffic is not affected by the correlation between price and quality, since the
publishers are responsible for updating their publication statistics and prices, regardless
of the size of their customer base. Finally, notice that the number of subscription and
notification messages is slightly affected from the price-quality correlation, as quality
publishers widen their customer base with more subscribers.

5.5 Summary of Results

The experiments presented in this section, show the behaviour of a IF system when
a price component is introduced in the selection process of publishers. To the best of
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our knowledge these are the first results that connect recall and message traffic with
the cost component, and put economic modelling in the picture of distributed IF. Our
findings show that when introduced, the price component affects the average recall of
the system, since it outweighs quality in the ranking of publishers. Our experiments
showed that the price component should participate in publisher ranking with no more
than 10-20% of the total score, to avoid loss in observed recall. Additionally, we showed
that adding a price component in such a system, reduces message traffic, as (i) this is
directly connected to recall, and (ii) agents avoid costly actions like frequent document
publications, and query repositioning. Thus, pricing information goods in distributed
settings should be carried out carefully, to avoid user dissatisfaction due to reduced
flow of relevant documents.

6 Conclusions and Outlook

In this work we have defined an architecture and the associated protocols to achieve
distributed agent-based approximate IF, and introduced a novel publisher selection mech-
anism that ranks monitored information producers according to their expertise, their
predicted publishing behavior (based on time-series analysis of IR metrics) and the
price of the information goods they publish. We have showed that approximate IF is
an efficient and effective alternative to the exact IF paradigm, as it manages to trade
recall for low message overhead, while providing an interesting business model. We are
currently porting our implementation to PlanetLab to conduct more extensive experi-
mentation, and adding new features such as monitoring of monetary flow.
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