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Abstract In the current work we present a class of numerical techniques for the
solution of multi-symplectic PDEs arising at various physical problems. We first
consider the advantages of discrete variational principles and how to use them
in order to create multi-symplectic integrators. We then consider the nonstandard
finite difference framework from which these integrators derive. The latter is
now expressed at the appropriate discrete jet bundle, using triangle and square
discretization. The preservation of the discrete multi-symplectic structure by the
numerical schemes is shown for several one- and two-dimensional test cases,
like the linear wave equation and the nonlinear Klein—Gordon equation.

1 Introduction and Motivation

In general, symplectic integrators are robust, efficient, and accurate in preserving the
long time behavior of the solutions of Hamiltonian ordinary differential equations
(ODEs) [1]. The basic feature of a symplectic integrator is that the numerical
performance is designed to preserve a physical observable property, i.e., the
symplectic form at each time step. Recently, it was shown that many conservative
partial differential equations (PDEs) allow for description similar to the symplectic
structure of Hamiltonian ODEs, called the multi-symplectic formulation (see, e.g.,
Refs. [2-5]). For example, in Ref. [2] the authors develop the multi-symplectic
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structure of Hamiltonian PDEs from a Lagrangian formulation, using the variational
principle. The wave equation and its multi-symplectic structure have been studied
by [6-8] from the Hamiltonian viewpoint.

On the other hand, in the past decades, nonstandard finite difference schemes
have been well established by Mickens [9-11] to compensate the weaknesses
that may be caused by standard finite difference methods, such as the numerical
instabilities. Regarding the positivity, the boundedness, and the monotonicity of
solutions, nonstandard finite difference schemes have a better performance than
standard ones, due to their flexibility to construct a nonstandard finite difference
method. The latter can preserve certain properties and structures, which are obeyed
by the original equations.

In the present paper, following our previous work [12] we pay special attention
to the geometric structure of multi-symplectic integrators through the use of
nonstandard finite difference schemes for variational partial differential equations
(PDEs). The considered approach comes as a first step towards developing a Veselov
type discretization for PDEs in variational form, e.g., [2, 4, 5] and combines
it with nonstandard finite difference schemes of Mickens [9-11]. The resulting
multisymplectic-momentum integrators have very good energy performance in the
level of the conservation of a nearby Hamiltonian, under appropriate circumstances,
up to exponentially small error [2].

In Section 2 we present a short overview of the standard numerical techniques
relying on variational integrator schemes and their special case of exponential vari-
ational integrators in Section 3. Afterwards, nonstandard finite difference properties
are employed for the derivation of nonstandard variational integrators by using a
triangle discretization of the spacetime (Section 4.1). Then, in Sections 5 and 6,
we demonstrate concrete applications of the proposed integrators, for the numerical
solution of the linear wave equation, the Laplace equation, and the Poisson equation.
In Section 7, we perform dispersion analysis and convergence experiments to
further illustrate the numerical properties of the method. Finally, in Section 8, we
summarize the main conclusions coming out of our study.

2 Review of Variational Integrators

The discrete Euler-Lagrange equations can be derived in correspondence to the
steps of derivation of the Euler—Lagrange equations in the continuous formulation
of Lagrangian dynamics [3]. Denoting the tangent bundle of the configuration
manifold Q by T Q, the continuous Lagrangian L : TQ — R can be defined.
In the discrete setting, considering approximate configurations g =~ ¢(f;) and
qk+1 ~ q(tx+1) at the time nodes fy, txy1, wWith b = 341 — f; being the fixed
time step, a discrete Lagrangian Ly : Q x QO — R is defined to approximate the
action integral along the curve segment between g and gi41, i.e.,
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Tk+1
La(qi qisn) ~ / Lq®), §(0)dr. (1)
13
Defining the discrete trajectory y; = (qo,---,gn), N € N, one can obtain the
action sum
N—1
Sa(va) = Y La(qe: qrs1)- )
k=1

The discrete Hamilton’s principle states that a motion y, of the discrete mechanical
system extremizes the action sum, i.e., S5 = 0. Through differentiation and
rearrangement of the terms, holding the end points go and gy fixed, the discrete
Euler-Lagrange equations are obtained [3]

D2La(qk—1,qx) + D1La(qk, qx+1) =0, k=1,...,N -1, 3

where the notation D; L, indicates derivative with respect to the i-th argument of
L, see also [3, 12-16].

The definition of the discrete conjugate momentum at time steps k and k + 1
reads

Pk = —D1La(qk, gi+1),  Pk+1 = D2La(qk, qk+1), k=0,...,N—1. 4

The above equations, also known as position—-momentum form of a variational
integrator, can be used when an initial condition (gqg, po) is known, to obtain

(q1, p1)-
To construct high order methods, we approximate the action integral along the

curve segment between g and g1 using a discrete Lagrangian that depends only
on the end points. We obtain expressions for configurations q,{ and velocities q,f for
j=0,...,8—1,S5 € Nat time t,f € [tk, tr+1] by expressing t,{ =1t + C,{h for
C] €10, 1] such that €Y = 0, €y~ = 1 using

g = &1t)ax + e(Daker, 4 = &1tk + &) a1 )
where i € R is the time step. We choose functions

J_ J

i t t i , — 1
g1(1]) = sin (u— d p ku) (sinw) ™", gz(z,g)zsin<k - ku) (sinu)~',(6)

to represent the oscillatory behavior of the solution, see [17, 18]. For continuity,
81(tr+1) = g2(tx) = 0 and g1 (tx) = g2(tx+1) = 1 is required.
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For any different choice of interpolation used, we define the discrete Lagrangian
by the weighted sum

S—1

La(qe. qie) = h Y w/L(g(t]). 4] (7)
j=0

where it can be easily proved that for maximal algebraic order
5—1 ‘ |
Tc/ym = I 8
Z_O w (C)" =~ ®)

wherem =0,1,...,S—1landk=0,1,...,N — 1,see [17, 18].

Applying the above interpolation technique with the trigonometric expressions
of (6), following the phase lag analysis of [13, 14, 17, 18], the parameter u can
be chosen as u = wh. For problems that include a constant and known domain
frequency w (such as the harmonic oscillator) the parameter u can be easily
computed. For the solution of orbital problems of the general N-body problem,
where no unique frequency is given, a new parameter # must be defined by
estimating the frequency of the motion of any moving point mass [16, 19-21].

3 Exponential Integrators

We now consider the Hamiltonian systems

G+ 829 = g(q), g(q) =—-VU(g), 9)

where §2 is a diagonal matrix (will contain diagonal entries @ with large modulus)
and U (¢) is a smooth potential function. We are interested in the long time behavior
of numerical solutions when wh is not small.

Since g,+1 — 2cos(hw)g, + gn—1 = 0 is an exact discretization of (9) we can
consider the numerical scheme

Gnt1 — 2c08(h)qy + gn—1 = WY (0h) g (¢ (wh)qy), (10)

where the functions ¥ (wh) and ¢ (wh) are even, real-valued functions satisfying
¥ (0) = ¢(0) = 1, see [1]. The resulting methods using the latter numerical scheme
are known as exponential integrators (for some examples of those integrators, see
the Appendix).
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3.1 Exponential High Order Variational Integrators

If we now use the phase fitted variational integrator for the system (9) the result of
the discrete Euler—Lagrange equations (3) will be

Gnrt + A, @, h, gy + gn1 = B> (0h)g (P (wh)gn), (11)
where
S—1 ) ) ) )
w’ [gl tD* + 82()* — 0 (81())* + 821} )2)}
A, h,§) =" — (12)
> w [gl (t)ga)) — * 1) a(t] )}
j=0

Using the above expressions, to obtain exponential variational integrators that use
expressions for configurations q,ﬁ and velocities q,g taken from (5), we get

A, o, h, S) = —2 cos(wh). (13)

In [16] we have proved (using the phase lag analysis of [22]) that exponentially
fitted methods using phase fitted variational integrators can be derived when (13)
holds. So phase fitted variational integrators using trigonometric interpolation can
be considered as exponential integrators, i.e., when using phase fitted variational
integrators, keeping the phase lag zero the resulting methods are exponentially
fitted methods (exponential integrators). Those methods have been tested on several
numerical results in [16].

3.2 Frequency Estimation for Mass Points Motion
in Three Dimensions

In our previous work [16], we constructed adaptive time step variational integrators
using phase fitting techniques and estimated the required frequency through the use
of a harmonic oscillator with given frequency w. Here, in solving the general N-
body problem by using a constant time step, a new frequency estimation is necessary
in order to find for each body i) the frequency at an initial time 7y and ii) the
frequency at time tx fork =1,..., N — 1.

It is now clear that, by applying the trigonometric interpolation (6), the parameter
u can be chosen as u = wh. For problems for which the domain of frequency w is
fixed and known (such as the harmonic oscillator) the parameter u can be easily
computed. For the solution of orbital problems involved in the general N-body
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problem, where no unique frequency is determined, the parameter # must be defined
by estimating the frequency of the motion of any moving material point.

Towards this purpose, we consider the general case of N masses moving in three
dimensions. If g; () (i = 1,..., N) denotes the trajectory of the i-th particle, its
curvature can be computed from the known expression

Igi (t) x g; ()]

ki(t) = -
=" or

; (14)

where ¢;(#) is the velocity of the i-th mass with magnitude |g;(¢)| at a point
qi(t). After a short time &, the angular displacement of that mass is h|g;(t) X
§i (H)1/14i (t)|?, which for each mass’s actual frequency gives the expression

Igi (t) x g; ()]
|gi (1)

From (14) and (15) the well-known relation w;(t) = k;(t)|q;(¢)| holds (see
also [16]).

For the specific case of many-particle physical problems, that can be described
via a Lagrangian of the form L(g,q) = %qTM(q)c} — V(q), where M(q)
represents a symmetric positive definite mass matrix and V is a potential function,
the continuous Euler-Lagrange equations are M(q)g = —VV(g). In this case,
the expression for frequency estimation (15), referred to the i-th body at time #,
k=1,..., N — 1, takes the form

wi(t) = 5)

g pre x (M~ g pr — M~ k1) pr-1)|
|M_l(f]k)Pk’2

wi(ty) = h™! M : (16)

where the quantities on the right-hand side are the mass matrix, the configuration,
and the momentum of the i-th body. Since the frequency w; (fx) must be also known
at an initial time instant #o (in which the initial positions are go and initial momenta
are po), using the continuous Euler—Lagrange equation at ty we obtain

|M~1(Go)po x (—M~1(G0)VV (G0))|
| M=1(Go) o]

w;(1o) = . A7)

Equations (16) and (17) provide an “estimated frequency” for each mass in the
general motion of the N-body problem. This allows us to derive high order varia-
tional integrator methods using trigonometric interpolation where the frequency is
estimated at every time step of the integration procedure. These methods show better
energy behavior, i.e., smaller total energy oscillation than other methods which
employ constant frequency, see [14, 16].

Before closing this section, it should be mentioned that the linear stability of our
method is comprehensively analyzed in our previous works [14, 16, 19].
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4 Triangle and Square Discretization

In order to express the discrete Lagrangian and discrete Hamilton function, we will
use the definition of the tangent bundle T Q and cotangent bundle 7*Q as in [2] to
fields over the higher-dimensional manifold X. In this way, we also view fields over
X as sections of some fiber bundle B — X, with fiber Y, and then consider the first
jet bundle J!B and its dual (J! B") as the appropriate analogs of the tangent and
cotangent bundles.

It is then possible to use the generalization of the Veselov discretization [4, 5]
to multi-symplectic field theory, by discretizing the spacetime X. For simplicity
reasons we will restrict ourselves to the discrete analogue of dimX = 2. Thus, we
take X = Z x Z = (i, j) and the fiber bundle Y to be X x F for some smooth
manifold F [2, 12].

4.1 Triangle Discretization

Assume that we have a uniform quadrangular mesh in the base space, with mesh
lengths Ax and At. The nodes in this mesh are denoted by (i, j), € Z x Z,
corresponding to the points (x;, ;) 1= (iAx, jAt) € R%. We denote the value of
the field u at the node (7, j) by u’] We label the triangle at (i, j) with three ordered
triple ((Z, j), (i +1, j), (i, j + 1)) as A;;, and we define X A to be the set of all such
triangles, see Figure 1.

Then, the discrete jet bundle is defined as follows [2]:

JLY = (@) ol ul T € R (G ) G L), G A1) € Xa), (18)

which is equal to X x R3. The field u can be now defined by averaging the fields
over all vertices of the triangle (see Figure 1a)

(+ L)+ 1,j+1)

A

(@, /) (ij+1)

(ij-1)

Cus

(i-1,j-1) (i-1.))

Fig. 1 The triangles which touch (i, j)
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J j+1 Jj+1
u; Hup U

3 )

u —

19)

while the derivatives can be expressed using nonstandard finite differences [9—11]

-l au =t .
dt oA dx Pv(Ax)
with [9, 10]
. [ At . [ Ax
¢ (At) = 2sin (7) ,  Y(Ax) = 2sin (7> . 21

Using the latter expressions, we can obtain the discrete Lagrangian at any triangle,

which depends on the edges of the triangle, i.e., Ld(u 1 i l]:ll) while the
discrete Euler—Lagrange field equations are

1 1
DiLaGul,ul ™ T DaLal ™ ul ul D4DsLa] =) ul | ul)=0,(22)

see Figure 1 (right).

4.2 Square Discretization

For the cases where square discretization is used, and if we also denote a square at
(i, j) with four ordered quaternion ((i, j), (i + 1, j), (@ +1,j+ 1), j+ 1)) by
D’:, we can consider X to be the set of all such squares, see Figure 1. Then, the
discrete jet bundle is defined as (for more details see [2] and the references therein)

j j i+1 i+1 .o . . . .
Jhy:= {(u{ wl ol T € RY (G ), L)), L DD,
(i, j+D) € Xp}, (23)

which is equal to X x R*.

By averaging the fields over all vertices of the square, the field # can be now
obtained as (see Figure 2 (left))
u + ”‘z+1 + uH_l + uljrll

u—> ; 24)

As above, the expressions for the derivatives can be taken from [9-11] for
the discrete Lagrangian, which now depends on the edges of the square, i.e.,

Ld(u{ , u{ Iy l]:ll, / +1) As a result, the discrete Euler—Lagrange field equations
are
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(i+1,5) (i+1,j+1) G+Lj=D )

(i+1,j+1)

(ij-1

@j+1)

(i-1j-1)

(=1.j) (i=1,j+1)

Fig. 2 The squares which touch (i, j)

j+1 j+1 j
DlLd(u [ ui+]7 l+1)+D2Ld(u l’ul+1’ l+l)+

D3Lg(u!”} ul u{',u-,-")+D4Ld(u{_1, HUut uly=0,  (©25)

1—1’ u;_1» u _,u

see Figure 2 (right).

S Numerical Examples Using Triangle Discretization

To illustrate the proposed method, we consider the basic PDEs of three physical
problems, i.e., the linear wave equation, the Laplace equation, and the Poisson
equation (see [2] and [23, 24]). In the following subsections, for representation
requirements, quadrilaterals have been used by interpolating the solution on trian-
gles.

5.1 Linear Wave Equation

The linear wave equation contains second-order partial derivatives of the wave
function u(x, t) with respect to time and space, respectively, as (see, e.g., [23, 24])

— +c— =0. 26

012 0x2 (26)
This equation may be considered for the description of the wave function, i.e., the
amplitude of oscillation, that is created from a one-dimensional medium (e.g., a
string extended in the x-direction). For the special case that the velocity of the wave,

representing by the parameter c, is chosen as ¢ = —1, the corresponding Lagrangian
is [12]
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1 2 1 2
L(u,u,uyx) = SUi — Sl (27)
where the derivatives are du /0t = u; and du/dx = uy.

If we use triangle discretization, described in Section 4.1, we end up with discrete
Lagrangian

Ly (u{,u!—’_l,u{—i_ll):—AtAx 2L iy 2 ,
L i+ 2 2 P (At) 2 ¥ (Ax)
(28)
where At and Ax are the mesh lengths for time and space, respectively. Applying

the above discrete Lagrangian to the discrete Euler—Lagrange field equations (22),
we get

A vy vl o)
(¢ (Ar))? (¥ (Ax))?

The latter expression represents the variational integrator for the linear wave equa-
tion (26), resulting through the use of the proposed nonstandard finite difference
schemes.

In Figure 3 the solution u(x, t) of (29) is shown in a 3-D diagram. We have
chosen as initial conditions 0 < x < 1, u(x,0) = 0.5[1 —cos(2mx)], u;(x,0) = 0.1
and as boundary conditions u (0, 1) = u(1, 1), u,(0, 1) = u,(1, t), the latter being
periodic. The grid discretization has been taken to be A = 0.01 and Ax = 0.01. As
seen, the time evolution of the solution u(x = const., t) is a continuous function,
while the periodicity is preserved.

Fig. 3 The waveforms of linear wave equation (26)
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5.2 Laplace Equation

As another physical example, we have chosen the Laplace equation over a 2-D scalar
field u(x, y). It is written as

Uyx +utyy =0. (30)

The function u(x, y) may describe a potential in a 2-D medium or a potential
inside a 3-D medium, which does not depend on the third coordinate z. Thus, the
two-dimensional second-order PDE (30) governs a variety of equilibrium physical
phenomena such as temperature distribution in solids, electric field in electrostatics,
inviscid and irrotational two-dimensional flow (potential flow), groundwater flow,
etc.

The corresponding continuous Lagrangian of (30) takes the form

1,1, |
L(u,ux,uy) = S + 74y (31)

By applying the triangle discretization of Section 4.1, the discrete Lagrangian can
be written as

S : 1 1 u.]+1 —ul 1 I,Lj+ —u!
Ld<u{,u{+1,u{j_rll)=—AxAy L i i 4= i+l i
2 2\ ¢(4Ax) 2 v (Ay)
(32)
From the latter Lagrangian, working in a similar manner to that followed in
Section 4.2 results the integrator from the proposed nonstandard finite difference
schemes
d o2 ™ -2l

(¢ (Ax))? (¥ (Ay))?

=0. (33)

The solution of the above equation, when considering the boundary conditions
u(x,0) =0,u(x,1) =1land u(0, y) = u(l, y) = 0, is plotted in Figure 4. The grid
discretization has been chosen to be Ax = 0.02 and Ay = 0.02.

5.3 Poisson Equation

As a final application to illustrate the advantages of the proposed variational
integrator relying on nonstandard finite difference schemes, we examine the Poisson
equation, which is an elliptic PDE of the form

—Uxx —Uyy = fx,y). (34)
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u(x,y)

SIS
S

Fig. 4 Contour plot (left) and three-dimensional surface plot (right) of the solution of Laplace
equation with boundary conditions u(x,0) = 0, u(x,1) = 1, u(0,y) = u(l,y) = 0, and
discretization: Ax = 0.02, Ay = 0.02

Obviously, this equation in physical applications presents an additional complexity
compared to the Laplace equation (30). Now the right-hand side is a nonzero
function f(x, y), which may be considered as a source (or a load) function defined
on some two-dimensional domain denoted by £2 C R? (it could also be a general
nonlinear function f(u, x, y)). A solution u satisfying (34) will also satisfy specific
conditions on the boundaries of the domain £2. For example, for the element 92 the
general condition holds

9
an+BE ¢  on 4, (35)
on

where du/dn denotes the directional derivative in the direction normal to the
boundary 02 and « and B are constants [23, 24].

As itis well known, the system of (34) and (35) is referred to as a boundary value
problem for the Poisson equation. If the constant 8 in Equation (35) is zero, then the
boundary condition is of Dirichlet type, and the boundary value problem is referred
to as the Dirichlet problem for the Poisson equation. Alternatively, if the constant
« is zero, then we correspondingly have a Neumann boundary condition, and the
problem is referred to as a Neumann problem. A third possibility exists when the
Dirichlet conditions hold on a part of the boundary 9£2p, and Neumann conditions
hold on the remainder 952 \ 9§2p (or indeed mixed conditions where o and 8 are
both nonzero), see [23, 24] and the references therein.

Equation (34) can also be obtained by starting from the Lagrangian

L(u,uy,u )—lu2+lu2—fu (36)
1X7y_2x 2y .

The triangle discretization of Section 4.1 in the Poisson problem defines the discrete
Lagrangian
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JH i\ JHL 1y 2
Lg (uf ul ™! uf“) = leAy L (I N o W)
iU S U 2 2 ¢ (Ax) 2 U (Ay)

i i+1 j+1 i+1 j+1
fi]uz{ + fij "‘zj + fij+1 “{+1
- 3 . (37

By inserting the latter discrete Lagrangian into the discrete Euler—Lagrange field
equations (22) and elaborating as done in [2], the resulting integrator from the
proposed nonstandard finite difference schemes is

o o
A R e e S R (38)
(¢(Ax))? (¥ (Ay))? ' o

As a special case we chose the source term f(x, y) = 1, so Bfl.]/auij = 01in (38),
and the boundary conditions u#(0, y) = u(1,y) = 0 and u(x,0) = u(x,1) = 0.
Figure 5 shows the numerical results obtained with the discretization Ax = 0.02
and Ay = 0.02.

6 Numerical Examples Using Square Discretization

To illustrate the behavior of the proposed method, we will consider the Klein—
Gordon equation, which plays a significant role in many scientific applications
such as solid state physics, nonlinear optics, and quantum field theory, see for
example [25].

0.9 | "';jj”*’*if’**::f:\\
iz \)
: ( / — \ \
0.7 f| [ ST T~ \ | 0.08
0.6 ‘w‘ e \\‘ L‘ 0.06
. ‘ ‘ _
[ | > 0.04
> 0.5 f ‘ | ) ‘
{ /] X
| / ‘ —~ 0.02 y
0.4 1| \L J s A7 N\
\ N\ ), | 0 ,//,7;5/,///; iy AN \
03| o /| ~0.02 ""III"i,’,';,'lI::,. i b
0.2 fi\\ — /| 1 l””""’l‘lﬂ;’l;;‘:::‘:::\\\\s:‘“:\\:\“a u
’ A -/ 0-55% Ui 0.8t
b - B ’ T 0.6 °
0.1 T — y 0.4 .
e —— 0.2 0.2 94 x

0o
0.10.20.30.40.50.60.70.80.9

X

Fig. 5 Contour plot (left) and three-dimensional surface plot (right) of the solution of Poisson
equation, using the variational integrator with nonstandard finite difference schemes. The source
term was chosen f(x,y) = 1, while the boundary conditions (0, y) = u(1,y) = 0, u(x,0) =
u(x, 1) = 0 for discretization Ax = 0.02, Ay = 0.02
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6.1 Klein—-Gordon

For the general case, the initial-value problem of the one-dimensional nonlinear
Klein—Gordon equation is given by

U +uyx +gw) = f(x,1), (39)

where u = u(x, t) represents the wave displacement at position x and time ¢, « is
a known constant and g(u) is the nonlinear force which in the physical applications
has also other forms [25].

Here we will consider the special case thatoe = —1, g(u) = u3—u, and flx,t) =
0 resulting in

Ut = Uyyx — u3 +u.
The above equation can be described using the Lagrangian

1 1 1 1
L(u,u;,uy) = —u?— —u? — —ut— U
(1, ) = Ui = M = g T g
Following Section 4.2 we can obtain the discrete Lagrangian that now uses square
discretization as

j+l j Jj+1 J 2
La?, ul  ud T ™ = AtAx (ui _—u; + ot Z R )
i Wi Ui U 2 2¢ (A1) 2¢(Ar)

j+1 j+l j i\ 2
AtAx (Ui, — U J M T
2 20 (Ax) 20 (Ax)
_ALAX G
4 Ui Ui Ui UG
JoJ J, Jj+1 J i+l J
At Ax (uiu,»H tupuiy tupuy U Uy T U Y

6

j+1 JHL 1 JHL 1
; )
which we will consider for the discrete Euler—Lagrange equations (25) in order
to derive the resulting integrator from the proposed nonstandard finite difference
schemes.

Figure 6 shows the numerical results obtained with the discretization At = 0.05
and Ax = 0.05. To that we have used initial conditions u(x, 0) = A(1 + cos(z’TTx)),
where A = 5 and u;(x,0) = 0, while the boundary conditions were u(—1,¢) =
u(l,t)and u, (—1,1) = uyx(1, ).
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The waveforms of Klein-Gordon equation

Fig. 6 Numerical solution of the Klein—Gordon equation (6.1) using square discretization of
Section 4.2

7 Analysis of the Proposed Schemes

A dispersion analysis and mesh convergence experiments are performed in this
section in order to show the numerical properties of the proposed method.

7.1 Dispersion Analysis

We will now turn our study to the dispersion—dissipation properties of the derived
numerical schemes and compare them with the ones of [2]. To that end, similar to
[26], we consider the discrete analog of the Fourier mode

ulj — ﬁei(ikAx+ijt)7 (40)

where i2 = 1. Using k = kAx and & = kAr, the latter equation results in
ul = f D), (41)
Following the above, the multi-symplectic scheme of [2], also known as leapfrog
algorithm, for the case of the linear wave (26) gives

DY I i
" —2ui +uj _”i+1_2“i+“i—1=O 42)

(Ar)? (Ax)?
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When substituting (41) in the latter equation, we get the discrete dispersion
relationship

ik i@

€ 2io i@ ] [ 2ik
- -2 1] = ——
[e e + (An)2

ik _
A —2k 1] =0, 3)

As a second example we consider the second-order implicit Runge—Kutta scheme
described in [27, 28] and [29]. This scheme, also known as implicit Crank—Nicolson,
is a symplectic time discretization of order two, which for the case of (26) gives

4(ulj+2 2u J+1 + u’ )—AZ (uljjlz 2u ]+2+ lji_lz)

2A2( Ay dt {:11)_)\2(1 | = 2ul +ul+1)=0, (44)
where
Ar?
=22 45
(m) 45)

Substituting to the above integrator the form (41) we obtain the discrete dispersion
relationship

46"E
(Ar)?

I:EZiIE _ 2ei1€ + 1]
(Ax)?

[ 200 _ o ,id + 1] [ 2o _ g o + 1] =0. (46)

For the case of the linear wave equation (26) the integrator with the proposed
technique, i.e., (29) for u! of (41) gives

(cos@ — 1) (1 — cos Ax) — (cosk — 1) (1 — cos At) = 0. 47)

For now we will restrict ourselves only to A < 1, but due to symmetry, all other
cases can be easily obtained. Figure 7 shows the discrete dispersion relationships for
A = {0.95,0.9,0.85, 0.8}. Specifically, to each subplot we can see the dispersion
curve of the leapfrog scheme, i.e., equation (43), with blue line, the red line
corresponds to the proposed method, described by (47), while the green line is the
one for the implicit Runge—Kutta scheme, equation (46). For all the choices of A
tested the behavior of the method using nonstandard finite difference schemes is
close to the excellent behavior of the leapfrog scheme, and much better than the
implicit Runge—Kutta scheme.
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Fig. 7 Dispersion curves for the linear wave equation with the proposed method (red), the leapfrog
scheme of [2] (blue), the implicit Runge—Kutta (green), and the analytic one (dashed black) for
A =1{0.95,0.9,0.85,0.8}

7.2 Convergence Experiments

In order to show the grid independence of the solution, following the finite element
convention, the [°°-norm error is calculated between the solutions on two successive
grids according to

en = max{lu] —ufl. ...l —uf ). (48)

where ulf is the solution on the fine grid and u{ is the solution on a coarse grid
interpolated on the fine one. Here, ne are the total number of elements, where the
elements of the mesh are either triangles or squares. A sample convergence of the
calculations for the Klein—Gordon case is shown in Figure 8 in a logarithmic plot
for triangle and square discretizations and for different time steps. It can be easily
seen that by decreasing the space discretization the error is also decreased linearly
in the log scale.
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Fig. 8 Error of numerical solution as a function of grid size Ax for different time steps: (a) triangle
discretization, (b) square discretization

8 Summary and Conclusions

The derivation of advantageous multi-symplectic numerical methods, relying
on nonstandard finite difference schemes, is investigated. The numerical solution
of the linear wave equation, the 2-D Laplace equation, and the 2-D Poisson
equation, which are addressed in this study, shows a good energy behavior and the
preservation of the discrete multi-symplectic structure of the proposed numerical
schemes. Moreover, we showed with the help of dispersion analysis and mesh
convergence experiments the numerical properties of the proposed method.

Future applications may include the field equation of incompressible fluid
dynamics, like that of Cotter et al. [30] and Pavlov et al. [31], which could be
of interest in investigating the properties of 3-D media. For partial differential
equations arising in the field of fluid dynamics, dissipative terms should be
taken into consideration. These dissipative perturbations necessitate application of
techniques similar to [32, 33] but in the case of PDEs. Furthermore, a possible
application in complex geometries, as they appear in real world problems, would
necessitate the extension of this methodology to non-uniform grids.

The variational method presented in this work can be applied in a variety
of physical problems, ranging from magnetic field simulations in NMR [34] to
inverse problems that arise in geophysics [35] and others. Future work may include
comparison with other numerical methods used for the solution of PDEs, such as
the finite element method or the finite volume method.
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Appendix

By denoting sinc(§) = sin(§)/&, special cases of the exponential integrators
described using (10) can be obtained, i.e.,

* Gautschi type exponential integrators [36] for
¥ (£2h) = sinc? (%) , d(R2h) =1
¢ Deuflhard type exponential integrators [37] for
Y (§£2h) = sinc($2h), o(2h) =1
* Garcia-Archilla et al. type exponential integrators [38] for
W (2h) = sinc*(2h), @ (2h) = sinc(2h)

Finally, in [1] a way to write the Stormer—Verlet algorithm as an exponential
integrators is presented.
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